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Abstract— Identifying and classifying plant diseases is 

important to maintain healthy crops and increase 

agricultural productivity. Early detection and 

identification of plant diseases from leaf images using deep 

learning is an important and challenging aspect of 

agricultural research. There is a need for such research in 

India because agriculture is one of the major sources of 

income, accounting for 17% of the gross domestic product 

(GDP). A good harvest and increased yield can contribute 

to farmers and the national economy. Traditional 

diagnostic methods rely on manual inspection and 

laboratory tests, which are time-consuming and labor-

intensive. With the rapid development of deep learning, 

especially convolutional neural networks (CNN), the 

ability to improve and refine diagnostic procedures has 

increased. This study investigates the use of deep learning 

technology in the identification and classification of leaf 

diseases. Deep learning models are used to analyze image 

data in large pages and identify some visual patterns to 

accurately classify various diseases. The paper also 

discusses the problems encountered when training deep 

learning models, such as inconsistent datasets and 

overloading, and proposes ways to solve these problems. 

This work demonstrates the potential of deep learning as a 

powerful tool for monitoring and controlling agricultural 

diseases and provides an excellent solution for disease 

detection and control. 

 

Indexed Terms- Plant Disease, Deep Learning, CNN, 

Transfer Learning, Image Segmentation, Feature 

Extraction. 

 

I. INTRODUCTION 

 

The rapid development of machine learning (ML), 

especially deep learning (DL), has led to major 

disruptions in many areas, such as agriculture. While 

machine learning is a part of artificial intelligence 

(AI), which involves training algorithms to recognize 

patterns in data,  deep learning is a more advanced 

branch of ML that uses multilayered neural networks. 

Another is to build complex models. In agriculture, 

deep learning has emerged as a powerful tool for  

traditionally manual and time-consuming tasks. Plant 

diseases that affect global crop yields and food 

security are  often detected by laboratory technicians, 

which often requires expensive and time-consuming 

tests. While useful in some cases, these methods are 

not always applicable, especially in large-scale 

farming, where early detection is important to reduce 

crop yields. Timely and accurate identification of plant 

diseases is important for good management, but it is 

still a major challenge, especially in regions with little 

knowledge of agriculture. To address these issues, 

recent research has focused on developing automated 

systems for plant disease detection using deep 

learning. Deep learning, especially convolutional 

neural networks (CNNs), has been incredibly 

successful in image classification, including medical 

applications, facial recognition, and more recently 

agricultural applications. By training the model on a 

large database of plant images, the deep learning 

program can  learn important features of various plant 

diseases, thereby identifying and describing the 

appearance pain of the disease. This research paper 

provides a comprehensive overview of the techniques 

and methods used for plant disease identification and 

classification through deep learning. It reviews various 

deep learning models used for this problem, from early 

experiments on simple neural networks to more 

advanced CNN-based architectures. This paper also 

explores the fundamental issues in developing this 

model, such as big data, high-quality data acquisition 
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for heterogeneous classes in the training data, and 

improving the interpretation and generalization of 

predictive models. The survey also highlights the 

various plants and organisms focused on in current 

research, as well as the tools and platforms used to 

facilitate design and deployment. The main goal of this 

research is to fully understand the current state of plant 

disease diagnosis through in-depth study and to gain 

an understanding of how this technology can be 

improved and integrated into real-life agriculture 

 

II. LITERATURE REVIEW 

 
[1] Vasileios balafas, Scientific review of machine 

learning (ML) and deep learning (DL) for disease 

detection and classification in precision agriculture. It 

proposes a framework that divides  research into two 

categories: distribution (identification of pathogens 

targeting healthy plants) and detection (pathology of 

diseased leaves). The paper also provides an overview 

of the materials used in these projects, including their 

styles and types. A computational study examined five 

object detection algorithms and eighteen classification 

algorithms on the PlantDoc dataset. The results show 

that YOLOv5 performs well in object detection, while 

ResNet50 and MobileNetv2 provide the best balance 

between accuracy and efficiency in classification. This 

article provides insights into plant disease diagnosis 

using machine learning and deep learning. 
 

[2] Diana Susan Joseph, Focusing on creating datasets 

for the automatic identification of plant diseases in 

food grains like rice, wheat, and maize, using real-life 

images of diseased plants. These images, sourced from 

various datasets and online platforms, were pre-

processed to remove irrelevant items. Initially, each 

disease class had only 100 images, which was 

insufficient for deep learning models, so data 

augmentation techniques like rotation, flipping, and 

zooming were applied to increase the dataset size. The 

dataset was then split into 80% for training, 10% for 

validation, and 10% for testing.Several fine-tuned 

convolutional neural network (CNN) models, 

including MRW-CNN, were trained and evaluated 

using performance metrics like accuracy, F1-score, 

precision, and recall. The results showed high 

accuracy, particularly when MRW-CNN was trained 

from scratch. The study emphasizes the value of using 

real-life images for practical applications, helping 

farmers detect diseases early and take timely action to 

minimize crop losses. 
 

[3] Muhammad Bammad Saleem, Here  emphasizes the 

importance of early detection of plant diseases and 

how Deep Learning (DL) has improved accuracy 

compared to traditional Machine Learning (ML). It 

reviews various DL models used for plant disease 

detection and the visualizations that help identify 

disease symptoms. The review also discusses 

performance metrics to evaluate these models. Despite 

advancements, the study identifies gaps in detecting 

diseases before symptoms appear. One major issue is 

the use of datasets like PlantVillage, which has plain 

backgrounds that don’t reflect real-world conditions. 

More practical datasets, simulating complex 

environments with background noise and 

environmental factors, are needed to improve disease 

detection accuracy. 
 

[4] Emmanuel Moupojou, The FAO estimates that food 

production must increase by 70% by 2050, while a 

third of food is lost due to plant diseases. To help 

address this, deep learning models have been 

developed to detect crop diseases early. These models 

are often trained on datasets like PlantVillage and 

PlantDoc. However, PlantVillage's laboratory images 

with simple backgrounds perform poorly on real-

world field images. PlantDoc, with 2,569 field images, 

has some misclassifications due to lack of expert 

annotation. To overcome these limitations, the Field 

Plant dataset was created, with 5,170 field images and 

8,629 annotated leaves across 27 disease classes. It 

outperforms PlantDoc in classification tasks, but 

challenges remain with real-world images. The study 

suggests using model ensembling and image 

segmentation for improved accuracy. 
 

[5] K. P. Asha Rani, Plant disease detection using 38 

transfer learning models, evaluating their performance 

on three datasets: Sunflower, Cauliflower, and Agri-

ImageNet (a plant-related subset of ImageNet). The 

aim is to identify the best models for disease detection. 

Factors such as accuracy, dataset characteristics, 

hyperparameters, overfitting, and model complexity 

were considered. The models were trained with early 

stopping to prevent overfitting.InceptionResNetV2 

was used as the benchmark, but EfficientNetV2B2 and 

EfficientNetV2B3 outperformed others across the 
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datasets. Some models, including VGG-16, VGG-19, 

Inception, NasNet, and ResNet, showed lower 

performance, possibly due to their complex 

architectures or suboptimal fine-tuning.The 

EfficientNetV2 models were preferred over 

EfficientNetB models for their balance of accuracy 

and lower computational demands. Similarly, 

ConvNeXT models, though similar in performance, 

were less efficient. The system also predicts the 

pathogen type responsible for the disease, providing 

audio outputs with actionable remedies for farmers. 
[6] Mohammed Saeed Alzahrani, Focusing on the early 

detection of tomato leaf diseases, which pose a 

significant threat to crop yield and quality. Using 

computer vision and deep learning, the research aims 

to improve disease classification, with transfer 

learning enhancing the model’s efficiency and cost-

effectiveness. Early identification of tomato diseases 

is crucial for managing and preventing economic 

damage. The study compares three deep learning 

models—DenseNet169, ResNet50V2, and ViT 

(Vision Transformer)—for diagnosing tomato 

diseases. The dataset used for training and testing 

includes both healthy and diseased tomato images. 

DenseNet121 achieved the highest accuracy, with a 

training accuracy of 99.88% and testing accuracy of 

99%. ResNet50V2 and ViT also showed good 

performance, with testing accuracies of 95.60% and 

98%, respectively. These results highlight the 

potential of deep learning for accurate and efficient 

disease detection, which can help manage tomato 

diseases early, improving both yield and quality. The 

study also demonstrated that ensemble models are 

effective due to their quick training times and 

exceptional performance. While this research offers a 

simple, cost-effective approach for diagnosing tomato 

leaf diseases, it hasn’t yet been integrated into a mobile 

application. Future improvements include 

incorporating advanced AI and IoT technology to 

enhance the model’s capabilities. 
 

[7] Mahrin Tasfe, Emphasizing the importance of 

automated early detection and classification of paddy 

diseases to improve crop management, reduce 

pesticide use, and prevent disease spread. It highlights 

the role of deep learning (DL) models in classifying 

paddy diseases, discussing their applications, 

strategies for performance improvement, and data 

augmentation techniques. The study also explores 

datasets used in this field and identifies gaps, 

challenges, and open issues in current research. It 

stresses the significance of computer vision for 

effective disease management in the context of 

population growth, climate change, and limitations of 

manual diagnosis. The paper provides an overview of 

common paddy diseases, their symptoms, and causes, 

while offering insights into open-access datasets. It 

aims to guide future research and address challenges 

in precision agriculture. 
 

[8] Meenakshi Aggarwal, Exploring the use of 

federated learning (FL) for classifying rice leaf 

diseases, addressing data privacy concerns in 

traditional machine learning models. FL enables 

decentralized training on local devices, maintaining 

privacy. The paper introduces a federated transfer 

learning (F-TL) framework for four rice diseases: 

bacterial blight, brown spot, blast, and tungro. It 

evaluates deep learning models, including CNN and 

transfer learning models, with MobileNetV2 and 

EfficientNetB3 performing the best, achieving up to 

99% accuracy. The federated approach outperforms 

traditional models in accuracy, loss, and resource 

efficiency. The study concludes that F-TL ensures data 

privacy while delivering strong performance, with 

MobileNetV2 chosen for its lightweight nature. Future 

improvements may include hyperparameter 

optimization, advanced averaging techniques, and 

encryption methods for better privacy and 

performance.  
 

[9] Zhichao Chen, Addressing the challenge of 

detecting tomato leaf diseases, which impact crop 

yields and economic outcomes. Timely diagnosis is 

crucial, and deep learning has significantly improved 

disease detection. However, model effectiveness 

depends on high-quality training data. To solve the 

class imbalance issue, the paper proposes a cycle-

consistent generative adversarial network (CyTrGAN) 

based on Transformer models for generating synthetic 

diseased tomato leaf images. The model combines 

Transformer architecture for global dependencies and 

a densely connected CNN for local features, 

enhancing disease classification. The proposed model 

achieved high accuracy: 99.45% on PlantVillage, 

98.30% on AI Challenger, and 95.4% on a private 

dataset, outperforming previous models. CyTrGAN 

generates better synthetic images, improving model 
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robustness. The study also highlights dataset 

limitations, such as simplified environments and 

imbalanced categories, which can lead to overfitting. 

The authors suggest creating larger, more diverse 

datasets to improve the model's real-world 

applicability. 
 

[10] Weihao su, A Vision Transformer (ViT) model for 

detecting and classifying surface defects on green 

plums, addressing the challenge of identifying 

multiple and minor defects that traditional methods 

miss. The model identifies defects like scars, flaws, 

rain spots, and rot, using a dataset of 2799 images 

categorized into 18 types of defects. The ViT model 

achieves an accuracy of 96.21%, outperforming other 

deep learning models like VGG16 and ResNet. While 

effective, the model faces challenges with training 

speed. This method, applicable to other fruits, 

enhances fruit classification and improves the value of 

minimally defective produce. However, 

improvements can be made by using rotating 

conveyors for real-time defect detection and by 

exploring hyperspectral imaging for internal defect 

identification to further enhance food safety and 

quality. 

 

 

III. PERFORMANCE METRICS

 

Study Model(s) Used Dataset(s) Accuracy (%) Comments 

[1] YOLOv5, 

ResNet50, 

MobileNetv2 

PlantDoc 98% YOLOv5 excelled in object 

detection; ResNet50 and 

MobileNetv2 showed the best 

balance for classification. 

[2] MRW-CNN Rice, wheat, 

maize 

(augmented real-

life images) 

High accuracy, 

particularly for 

MRW-CNN 

Fine-tuned CNN models 

showed high performance; 

MRW-CNN trained from 

scratch was highly accurate. 

[3] Various Deep 

Learning models 

PlantVillage, 

others 

ACC 98% Identified issues with dataset 

quality (e.g., plain 

backgrounds) affecting model 

performance. 

[4] Model ensembling, 

Image segmentation 

PlantVillage, 

PlantDoc, Field 

Plant 

Outperformed 

PlantDoc 

Field Plant dataset (5,170 

images) outperformed 

PlantDoc in classification 

tasks; challenges with real-

world images. 

[5] EfficientNetV2B2, 

EfficientNetV2B3, 

ConvNeXT 

Sunflower, 

Cauliflower, 

Agri-ImageNet 

Best performance 

from 

EfficientNetV2B3 

EfficientNetV2 models 

preferred for their balance of 

accuracy and computational 

efficiency. 

[6] DenseNet169, 

ResNet50V2, ViT 

(Vision 

Transformer) 

Tomato leaf 

images 

DenseNet121: 

99.88% training, 

99% testing 

DenseNet121 achieved the 

highest accuracy for tomato 

leaf disease detection. 

[7] Various Deep 

Learning models 

Paddy disease 

datasets 

98.76% Discussed the importance of 

DL for paddy disease 

detection; emphasized 

challenges like data 

augmentation. 
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[8] MobileNetV2, 

EfficientNetB3 (F-

TL) 

Rice leaf diseases Up to 99% Federated Learning models 

performed well with 

MobileNetV2 being the most 

efficient. 

[9] CyTrGAN 

(Transformer + 

CNN) 

PlantVillage, AI 

Challenger, 

Private dataset 

99.45% 

(PlantVillage), 

98.30% (AI 

Challenger), 95.4% 

(private) 

CyTrGAN outperformed 

other models, generating 

synthetic images for better 

model robustness. 

[10] Vision Transformer 

(ViT) 

Green plums (18 

types of defects) 

96.21% ViT model outperformed 

other models like VGG16 and 

ResNet in defect detection. 

IV. SCOPE FOR IMPROVEMENT 

 

Transfer learning, vision transformer these algorithms 

can handle sequence data and it could help in time 

series data. VIT  has revolutionized image 

classification by replacing traditional convolutions 

with self-attention mechanisms. It can handle long-

range dependencies and spatial relationships, which 

makes them ideal for complex plant disease images. In 

CNN,Models like ResNet101, ResNet152,  may 

improve performance. These algorithms and models 

can produce output with high accuracy. 

 

CONCLUSION 

 

Deep learning has revolutionized the field of plant 

disease identification and classification, offering 

significant improvements in accuracy, speed, and 

scalability compared to traditional methods. 

Convolutional Neural Networks (CNNs) have proven 

to be highly effective in extracting features from plant 

images, enabling the detection of even subtle signs of 

disease. Transfer learning has further enhanced these 

models by leveraging pre-trained networks, reducing 

the need for large labeled datasets and speeding up the 

deployment of disease detection systems. 

Additionally, the integration of advanced techniques 

like Generative Adversarial Networks (GANs) for 

data augmentation and hybrid models that combine 

CNNs with other machine learning algorithms has 

further boosted performance. With continuous 

advancements in deep learning and the availability of 

large, annotated plant disease datasets, these models 

are becoming more robust, allowing for real-time and 

on-field monitoring of plant health. This has the 

potential to greatly enhance crop yields management, 

reduce losses, and ensure food security. As the 

technology evolves, the combination of deep learning 

with other emerging technologies like Internet of 

Things sensors, drones, and satellite imaging will 

likely transform plant disease detection into a highly 

efficient, automated, and cost-effective process, 

making it a vital tool for modern agriculture. 
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