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Abstract—In current decade growth of cloud 

computing-based services all area of IT-enabled 

service sector. The growing impact of services 

interconnect different application and network. the 

interconnection of network is easy to target of 

intruders and cyber threats.  In order to identify 

complex and undetected threats, the development of 

learning intrusion detection systems has been the main 

focus. Machine learning-based models are frequently 

used in intrusion detection systems because of their 

rapid accuracy gains. This study used machine 

learning to detect attacks on network traffic through 

multiple classifications. The CICIDS2017 data set, 

which includes both recent and older attacks, was used 

to build the model. Tests were run quickly on the 

CICIDS2017 data set, which has about 2.8 million rows 

of data, using the high-performance computer. Our 

machine learning models performed better after we 

cleaned, normalised, oversampled for an uneven 

number of labels, and used feature selection techniques 

to shrink the size of the data set. Using the pre-

processed data set, the random forest classifier was 

found to have the highest accuracy of 99.94% when 

compared to the decision tree, logistic regression, and 

other classifiers. 

 

Index Terms—Cloud Computing, Cyber-Attacks, 

Machine Learning, Feature optimization, SI 

 

I. INTRODUCTION 

 

Cloud computing refers to a collaborative platform 

for data storage and computing over the internet. 

The appealing impacts of cloud computing survive 

in society and organization all the time. The 

scalability of services and the reliability of 

communication face some vulnerable protocols of 

security in cloud computing [1,2]. The vulnerability 

of security in cloud computing has been exposed to 

cyber threats and attacks. Furthermore, the degree of 

attack detection is critical to the seamless 

functioning of cloud computing. Stated differently, 

legitimate pre-processing techniques, neural 

network architectures, and hyper-parameter 

optimizers are essential to the functioning of cloud 

computing [3, 4]. After analysing the available 

intrusion detection datasets, machine learning 

algorithms, and optimizers to evaluate the datasets, 

we investigate the aforementioned issues. This 

provides a clear picture of the kind of network 

traffic, which aids in the training model's accurate 

labelling of the training instances. However, the 

current research has limited the scope of identifying 

DDoS attack types, intrusion detection systems, and 

datasets. We have attempted to address every one of 

these problems in our paper. For the purpose of early 

DDoS attack detection in cloud computing [5,6], we 

suggested a hybrid methodology. This makes it 

abundantly evident that attackers are using creative 

techniques to compromise the system, which is why 

environmental security is crucial. According to a 

report by the National Institute of Standards and 

Technology (NIST), IT-related intrusions and 

attacks cost American businesses as much as $65.5 

billion in losses in 2017. Denial-of-service attacks 

continue to pose a serious threat to companies and 

institutions that rely on the internet, despite constant, 

unrelenting efforts by security researchers. These 

kinds of attacks have the potential to quickly 

degrade user resources [8]. The importance of 

security has also been a major source of worry over 

time. DDoS attacks are one such kind, and because 

of their impact, they are the most serious. Through 

the use of artificial intelligence and machine 

learning, a wide range of solutions for identifying 

such attacks are feasible. Systems for detecting and 

preventing intrusions can be developed using 

artificial intelligence and machine learning. 

Reported surveys suggest that machine learning and 

swarm intelligence are great influences in cyber-

attack detection in cloud computing. Swarm 

intelligence-based algorithm employees for feature 

optimization and feature selection for machine 

learning algorithms. Swarm intelligence offers 

several algorithms for detection of intrusion, such as 
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support vector machines, decision trees, NBs, and 

artificial neural networks [7,8]. This paper proposes 

feature optimization-based intrusion detection for 

cloud computing. The rest of the paper is organised 

as in Section II related work, in Section III proposed 

methodology, in Section IV experimental analysis, 

and finally concludes in Section V. 

 

II. RELATED WORK 

 

The complex feature of intrusion degraded the 

detection process of intrusion in cloud computing. 

Feature optimization and feature selection is new 

approaches in cloud computing for the detection of 

cyberattacks. Recently, several authors proposed 

machine learning and a swarm intelligence-based 

detection approach. Here, we explore recently 

proposed work in intrusion detection. In order to 

improve the detection rate during the process of 

stopping DDoS attacks in clouds, a software-defined 

networking-based mitigation scheme and a 

convolutionally enhanced self-organising map are 

proposed in this research. In order to provide 

simultaneous security checks and procedural 

multistage security using authentication techniques, 

intrusion detection, and encryption, an improvised 

method for securing the data in cloud computing 

environments using parallel and multistage security 

mechanisms (PMSSM) is proposed in this paper. In 

[3] experimental findings, the suggested hybrid 

methodology performs better, reaching an 82.5% 

feature reduction ratio and 98.34% accuracy with 

ANOVA for XGBoost. It also aids in the early 

detection of DDoS attacks on Internet of Things 

devices. in [4] suggest a realistic and lightweight 

mitigation strategy to safeguard SDN architecture 

against DDoS-flooding attacks and maintain a safe 

and effective SDN-based networking environment. 

in [5] metaheuristic method to optimise the data 

characteristics and a variety of deep learning 

techniques to try and identify and categorise such 

cyber-attacks. The suggested algorithm yielded 

better results than the others, according to 

simulations, with 97.8% accuracy for binary 

classification, 95.6% accuracy for three-class 

classification, and 94.3% accuracy for multi-class 

classification. In [6], the presentation and analysis of 

machine-learning and deep-learning approaches 

pertain to the identification of cyberattacks in 

Internet-of-Things systems. In order to provide a 

comprehensive overview of the advancements in 

this field, we integrate a comprehensive list of 

publications published in the literature up to this 

point. in [7] OSI-model-based attack classification 

and go in greater depth about the cyberattacks that 

can target the various communication layers of 

smart grid networks. primary categories of 

cyberattacks and primary techniques for identifying 

them are being examined for this aim. The word 

„cyber-fault “is then introduced in the analogy to 

„process fault," a phrase that is well-established in 

process diagnostics. In order to address this issue, 

this work suggests a deep learning-based attack 

detection model for energy systems. This model 

may be trained using logs and data collected by 

phasor measurement units (PMUs). The results of 

the simulation demonstrated that this model 

outperforms the current approaches, with a detection 

rate of 93.6% and an accuracy rate of 93.91%. In 

contrast to previous research, this study analyses the 

frequency effects of the features in the data set to 

detect cyberattacks on computer networks. First, the 

NSL-KDD-Dataset's feature frequencies were 

ascertained. [11] suggests using convolutional and 

recurrent neural networks—two technologies that 

have proven effective when applied to tasks like 

pattern detection in images—to provide a security 

solution for the Internet of Things. In [12], for binary 

classification, we employed the Naïve Bayes 

algorithm as the first-layer detection method, and for 

multi-class classification, we used the Light GBM 

algorithm as the second-layer detection method. in 

[14] Within the unified framework of control and 

detection, it is shown that when both observer-based 

and control-signal-based residual signals are 

generated and employed for detection, then all 

kernel attacks can be structurally detected. In [15], 

analysis is conducted on the sustainability of IoT 

risk categorization, risk reduction objectives, and 

implementation issues. Analyses are done on the 

data dichotomy between sharing and privacy and the 

openness paradox. As a result, efforts to build 

security standards and IoT technology are 

emphasised. In [16], using the pre-processed data 

set, the random forest classifier was shown to have 

the greatest accuracy of 99.94% when compared to 

the decision tree, logistic regression, Naive Bayes, 

and other classifiers. in [17] cyber-attack detection 

system with machine-learning models. On an open-

source website, data from previous cyberattacks was 

used to teach machine-learning algorithms to predict 

the scores of cyberattacks. in [19] Cybersecurity, 

convolutional neural networks, recurrent neural 

networks, and deep neural networks are the deep-
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learning approaches examined in this paper. With 

binary class, the CNN model has the maximum 

accuracy of 98.64% and the highest precision of 

98%. At 97.75%, the RNN model has the second-

highest accuracy. The CNN model offers the best 

accuracy with multiclass class, at 98.42. In [20], the 

study looks at cybersecurity problems and 

weaknesses in 5G and 4G technologies. The study 

used both primary and secondary data to arrive at its 

conclusions. Cyberattacks can be quickly and 

effectively detected and mitigated by security 

solutions. In order to stop detrimental losses, our 

suggested research seeks to quickly and accurately 

detect network intrusions. With a high-performance 

accuracy of 99.9%, the thorough research results 

showed that the random forest approach performed 

better than the state-of-the-art approach. in [22]. 

Based on a multi-class classification technique, this 

study trained two intelligent network models, Dense 

Net and Inception Time, to identify cyberattacks. 

The best outcome when using the Inception Time 

Method on the Edge-IIoT dataset was an accuracy of 

94.94%. in [23] The recent study highlights how 

crucial a drone network with strong security is to 

thwart attacks and interception. The temporal 

efficacy statistical measures precision (97.68%), 

accuracy (98.58%), recall (98.59%), F-measure 

(99.01%), reliability (94.69%), and stability are used 

to assess the model's performance. In [24], an 

intrusion detection system with notable accuracy in 

detecting DDoS attacks is implemented using an 

ensemble-unsupervised machine-learning approach. 

The objective of this study is to reduce the false 

positive rate and raise the accuracy of DDoS attack 

detection. in [25] Utilising the availability of vast 

amounts of network data and the development of 

increasingly potent computing hardware, academics 

have proposed machine-learning-based frameworks 

to secure IVNs in recent years. [26] presents a novel 

GAN- and LSTM-based approach for detecting such 

attacks: Using a collection of network traffic data 

from different IoT devices, we apply our model to 

classify incoming traffic as either benign or 

malicious. in [27] To help decide when to employ 

which of these techniques, this paper compares and 

examines the key differences between ML and DL-

Technician. For managing larger volumes of data, 

DL approaches are still considered to be better. 

Furthermore, attacks have dynamic defences against 

IDS of their own. in [28] Convolutional long-short-

term memory is the foundation of the approach 

(ConvLSTM). This model consists of a 

convolutional LSTM layer, two convolutional 

layers, and two pooling layers. Furthermore, it 

attains a 99% accuracy rate, while the literature-

presented works reach up to 95% accuracy. 

 

III. PROPOSED METHODOLOGY 

 

The KNN classifier is simple algorithm of machine 

learning, it also knows as lazy classifier. The 

classification accuracy of KNN classifier varies in 

range of 70-80%. The major utility of KNN 

classifier in case of pattern recognition. The KNN 

classification algorithm applied on the case of 

continuous nature of attribute. The processing of 

KNN algorithm describe here 

1. Estimate K training attribute which belong to 

unknow attribute 

2. Chose the common occurring classification of K 

For the estimation of similarity in class of K instance 

applied different distance equation. The very famous 

distance equation is Euclidean distance equation. 

Input: A data set according to sample selection 

Output: a mixed transform table data 

class: Ε= {}, the set of the equivalence classes 

QIC= {}, set of equivalence classes with 

similar QI sets 

CIP {}, set of attributes with similar class 

DIP=number of different class values in the 

remaining dataset 

Begin 

While CIP >= attribute 

Cluster Τ to m tables according QI 

 For i=1 to m 

 Bucketize attributes according SA values 

 While |DIPi|>=ℓ 

 Create_equivalence_ classes () 

 Ε=Ε U Create_ equivalence_ classes () 

 return Ε 

Incorporate the remaining attributes to E 

 End 

Generate equivalence class with prototype is  

Input: CIP 

Output: E 

Begin 

 Randomly selection of a attributes tm 

from the smallest group 

E={tm} 

 For p=1 until attribute-1 

 Select a attributes tp that minimizes the gcp 

E=E U tp 

Remove tp from T 

Remove tm from T 



© December 2024 | IJIRT | Volume 11 Issue 7 | ISSN: 2349-6002 

IJIRT 171404            INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 3423 

Return E 

End 

Process of cluster generation in prototype 

classification 

Input: data set used defined 

Output: QIC= {}, set of tables with attributes with 

similar QI sets 

 Begin 

Insert T to the decision tree classification 

QIC= {QIC1, QIC2, QICm} 

return QIC 

End 

 

IV. EXPERIMENTAL ANALYSIS 

 

To evaluate the performance of proposed ensemble 

classifier for the detection of cyber-attacks in cloud 

computing use MATLAB software tool. The 

MATLAB tool provides rich library of machine 

learning algorithm and optimization function for the 

processing of classification. the system 

configuration of experimental machine is I7 

processor, 16GB RAM and windows operating 

system. For the validation of algorithm applies two 

different datasets, named of dataset are CICIDS 

2017. The description of dataset mentions below. 

The performance of classification algorithm 

estimates using confusion matrix of classifiers. The 

parameters true negative (TN) meaning true 

prediction of normal behaviour, true positives (TP) 

implying true prediction of attack behaviour, false 

positives (FP) showing false prediction of normal 

behaviour as an assault and false negatives (FN) 

indicating false prediction of attack as normal 

[15,16,17,18,19,20]. The performance metrics 

generated using the confusion matrix which will be 

used for the evaluation of the proposed IDS are 

accuracy rate, F-score and detection rate. 

 
CICIDS 2017 

CICIDS 2017 is a dataset generated by the Canadian 

Institute for Cyber security that contains the actions 

of 25 user-based protocols while capturing data 

[21,22,23]. It is span-ned over eight different CSV 

files. In those eight CSV files, there are 2,830,743 

rows containing 80 features which are labelled as 

normal and attack. This dataset gives 14 different 

categories of attacks. The data was captured 

continuously for 5 days that is from Monday to 

Friday and categories of attacks contained are 

distributed denial of service attack, port scan attack, 

denial of service attack, web-based attacks, 

infiltration attacks, and brute force attack. The main 

characteristics CICIDS 2017 are its huge volume, 

diversity, public availability, large variety of attacks, 

reliability etc. 

 

Fig 2: Comparative analysis of Accuracy using LR, RF, GNB, and Proposed techniques with CICIDS-2017 

dataset. We observe that the Accuracy of that proposed is better than other three techniques LR, RF, GNB. 
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Fig 3: Comparative analysis of Detection rate using LR, RF, GNB, and Proposed techniques with CICIDS-2017 

dataset. We observe that the Detection rate of that proposed is better than other three techniques LR, RF, GNB. 

 
Fig 4: Comparative analysis of F-Score using LR, RF, GNB, and Proposed techniques with CICIDS-2017 

dataset. We observe that the F-Score of that proposed is better than other three techniques LR, RF, GNB. 

 

 

V. CONCLUSION & FUTURE WORK 

 

This has become a serious issue recently, so it has 

been investigated how the machine learning model 

contributes to the effectiveness of IDS used for 

attack detection. The goal of this project is to use 

machine learning techniques to create a model on an 

unbalanced and pre-processed data set. Step-by-step 

research was done to determine how each operation 

affected the model's data set. Using the 

normalisation algorithms selected in the feature 

selection phase, the data set was normalised, and the 

run times and MAE values of four classifiers were 
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noted. Although the standard normalisation 

procedure was preferred for our model, an 

alternative normalisation technique based on the 

values in the table might be the best option if the 

model only contained one classifier. The 

classifications we performed on the finished data set 

yielded an accuracy of 99.94% with RF, 99.92% 

with GNB, 90.70% with logistic regression, and 

87.31% with GNB. The pre-processing phases of the 

data were found to have a significant impact on the 

model's performance when it came to detecting 

multiple attacks on unbalanced data sets. 
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