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Abstract—Product review sentiment analysis is vital for 

companies to assess customer satisfaction, pinpoint 

product advantages and disadvantages, and optimize 

marketing tactics. The proliferation of e-commerce 

platforms has led to an abundance of daily customer 

feedback, making automated sentiment classification 

crucial for extracting actionable insights. While 

traditional machine learning (ML) algorithms like 

Naive Bayes and Support Vector Machines (SVM) have 

been popular for sentiment analysis due to their efficacy 

in text classification, the advent of deep learning (DL) 

has introduced more sophisticated models. 

Convolutional Neural Networks (CNN), Recurrent 

Neural Networks (RNN), and Long Short-Term 

Memory (LSTM) networks have demonstrated 

remarkable improvements in capturing intricate 

textual patterns and dependencies. More recently, 

transformer-based models such as BERT (Bidirectional 

Encoder Representations from Transformers) and T5 

(Text-to-Text Transfer Transformer) have further 

advanced sentiment analysis capabilities. These models 

excel in accuracy, contextual understanding, and 

nuanced sentiment interpretation, outperforming 

conventional ML methods. However, challenges persist, 

including adapting models to specific product domains 

and improving DL model interpretability. Future 

research directions show promise in integrating 

explainable AI (XAI) and developing hybrid 

approaches that combine ML and DL to enhance model 

transparency and adaptability.  

 

Index Terms—BERT, CNN, Deep Learning, Machine 

Learning, Product Reviews, RNN, Sentiment Analysis, 

SVM.  

I. INTRODUCTION 

In the era of e-commerce, sentiment analysis has 

emerged as a vital instrument for companies seeking 

to comprehend customer perspectives and improve 

their products. With the proliferation of user-

generated content on platforms like Amazon and 

eBay, sentiment analysis has become indispensable 

for extracting valuable insights from product reviews. 

As consumers increasingly rely on these evaluations 

for purchase decisions, businesses utilize sentiment 

analysis to assess customer satisfaction, identify 

product strengths and weaknesses, and optimize 

marketing strategies. Consequently, there is a 

growing demand for precise, scalable, and efficient 

sentiment analysis models. Early sentiment analysis 

relied on conventional machine learning (ML) 

techniques such as Naive Bayes, Support Vector 

Machines (SVM), and Logistic Regression. While 

effective for smaller datasets, these models had 

limitations in handling the intricacies of natural 

language in product reviews. They necessitated 

extensive feature engineering and struggled with 

complex relationships and contextual meanings in 

larger, diverse datasets. Despite these shortcomings, 

traditional ML approaches remained widely used due 

to their computational efficiency and ability to 

function with limited data. The advent of deep 

learning (DL) models marked a significant leap 

forward in sentiment analysis. Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks 

(RNNs), including Long Short-Term Memory 

(LSTM) networks, addressed some of the challenges 

posed by traditional methods. CNNs excel at 

capturing local text dependencies, while RNNs and 

LSTMs effectively model sequential dependencies, 

crucial for understanding sentiment flow in product 

reviews. These DL models have demonstrated 

improved accuracy in sentiment classification tasks, 

achieving state-of-the-art results in various 

benchmarks. More recently, transformer-based 

models like BERT (Bidirectional Encoder 

Representations from Transformers) and T5 (Text-

to-Text Transfer Transformer) have revolutionized 

sentiment analysis. These models employ attention 

mechanisms to comprehend contextual relationships 

between words, providing a more nuanced 

understanding of sentiment. Transformers are 

particularly adept at modeling long-range 

dependencies and capturing subtle language 

variations, making them highly effective for complex 

sentiment analysis tasks in product reviews, where 

minor language differences can indicate significant 

sentiment shifts. Fine-tuning transformer models on 
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domain-specific datasets has yielded remarkable 

performance improvements, with BERT-based 

models achieving high accuracy in sentiment 

classification tasks. This review consolidates studies 

from 2021 to 2024, examining the progression of 

machine learning and deep learning techniques 

applied to sentiment analysis of product reviews. It 

contrasts various methods, ranging from traditional 

ML algorithms to advanced DL models and 

transformers, emphasizing their strengths and 

limitations. Furthermore, the paper explores 

challenges in domain-specific sentiment analysis and 

the growing need for explainable AI (XAI) methods 

to enhance transparency and trustworthiness in model 

predictions. By offering an overview of recent 

advancements, this review provides insights into the 

current state of sentiment analysis and outlines future 

research directions in the field.  

 

II. PROCEDURE OF SENTIMENT ANALYSIS 

 

 
Figure: 1 A typical sentiment analysis model[21]. 

 

A. Data Preparation: The initial stage encompasses 

data preprocessing and review cleansing to facilitate 

ongoing analysis. This process typically involves 

eliminating punctuation, HTML tags, and 

superfluous information like reviewer names and 

dates, which are not pertinent to sentiment analysis 

[21].   

B. Review Analysis: The subsequent phase 

concentrates on extracting relevant information, such 

as opinions, and scrutinizing the linguistic aspects of 

the reviews. This step applies various computational 

linguistic tasks to the opinions prior to identifying 

product attributes and recommendations. Following 

this, the opinion analysis procedure extracts opinions 

from the processed reviews [21].  

 

C. Sentiment Classification Two primary 

methodologies exist for classifying reviews:  

1) Machine learning approach  

2) SO approach This paper will focus on the machine 

learning approach for sentiment classification. This 

technique resembles the categorization of topics into 

positive and negative sentiment groups. The reviews 

undergo a systematic breakdown into phrases or 

words, representing each review as a document 

vector that characterizes opinions based on these 

vectors[21].  

 

III. MACHINE LEARNING TECHNIQUES IN 

SENTIMENT ANALYSIS  

 

Traditional Machine Learning Models  

Sentiment analysis tasks have extensively employed 

various machine learning algorithms, including 

Naive Bayes, SVM, and Logistic Regression. 

Research conducted by Sharma et al. (2024) 

demonstrated that SVM outperformed Naive Bayes 

in multi-class sentiment classification, reaching a 

classification accuracy of 84% [1]. Despite being less 

accurate in certain scenarios, Naive Bayes 

maintained its computational efficiency and 

scalability for extensive datasets, as noted by Patel et 

al. (2023) [2]. Additionally, Random Forest emerged 

as a significant technique, particularly when coupled 

with feature engineering, enhancing the effectiveness 

of sentiment classification.  

 

Deep Learning Models  

Sentiment analysis has increasingly favored deep 

learning models for their capacity to extract intricate 

features from unprocessed textual data. Various 

architectures, including CNNs, RNNs, and LSTM 

models, have demonstrated encouraging outcomes. 

Research conducted by Kumar et al. (2022) revealed 

that combining CNN and Bidirectional LSTM 

(BiLSTM) techniques yielded notable enhancements 

in precision, attaining an F1-score of 0.92 [4]. These 

hybrid models excel at capturing both localized 

patterns (through CNN) and sequential relationships 

(via LSTM), resulting in superior sentiment 

classification for product evaluations.  

 

Transformer Models  
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The emergence of transformer models, exemplified 

by BERT, has revolutionized sentiment analysis 

performance. A study conducted by Khan et al. 

(2024) revealed that BERT, when fine-tuned for 

product review analysis, achieved a remarkable 95% 

accuracy rate, significantly outclassing traditional 

machine learning and deep learning techniques [3]. 

The self-attention mechanisms embedded in 

transformer models allow for a nuanced 

understanding of word context within sentences, 

making them particularly effective at discerning 

subtle sentiment cues in reviews. This advanced 

contextual comprehension has enabled transformer 

models to establish unprecedented benchmarks in the 

realm of sentiment analysis.  

 

IV. RESULTS AND DISCUSSION  

 

Comparative Performance of Techniques:  

The literature survey reveals a recurring trend: deep 

learning methods, particularly those that make use of 

transformer structures, routinely outperform 

conventional machine learning methods. According 

to a research by Sharma et al. (2024), BERT 

outperformed SVM with an accuracy rate of 92% [1]. 

Similarly, a BiLSTM-CNN hybrid model obtained an 

F1-score of 0.92, which was much higher than the 

0.75 F1-score obtained by Naive Bayes, according to 

Kumar et al. (2022) [4]. Because deep learning and 

transformer models can identify more complex 

patterns in data, such as contextual and sequential 

information, which traditional models struggle to 

capture, they are more successful.  

 

Challenges in Sentiment Analysis  

Despite its tremendous advancements, sentiment 

analysis still faces a number of challenges. Adapting 

to multiple domains is a major problem because 

different types of items frequently use different 

linguistic patterns. When applied to specialized 

product groups, models that were trained on general 

data may perform poorly. In order to address this 

issue, Khan et al. (2024) improved the sentiment 

classification accuracy of BERT by utilizing product  

reviews from other sites [3]. Another challenge is the 

opaqueness of deep learning models, especially 

transformer-based models, which are often seen as 

unintelligible. Businesses find it difficult to trust the 

models' forecasts because of this opacity, which 

emphasizes the necessity of using explainable AI 

(XAI) methods in subsequent research [18].  

 

Future Research Directions:  

Enhancing model interpretability should be the main 

goal of future studies on sentiment analysis of 

product evaluations, especially for deep learning 

models. Additionally, as products from different 

categories require distinct methodologies, domain-

specific sentiment analysis is an interesting study 

subject. To strike a balance between performance and 

efficiency, researchers should also look into hybrid 

models that use both deep learning and conventional 

machine learning methods. Lastly, the reliability of 

sentiment predictions in practical applications would 

be greatly increased by combining explainable AI 

techniques with transformer-based models [18].  

 

Here is a comparison table summarizing the methods 

and results from the paper "A Review on Sentiment 

Analysis of Product Reviews Using Machine 

Learning Techniques (2021-2024)" based on the 

provided abstract and content: Enhancing model 

interpretability should be the main goal of future 

studies on sentiment analysis of product evaluations, 

especially for deep learning models. Additionally, as 

products from different categories require distinct 

methodologies, domain-specific sentiment analysis is 

an interesting study subject. To strike a balance 

between performance and efficiency, researchers 

should also look into hybrid models that use both 

deep learning and conventional machine learning 

methods. Lastly, the reliability of sentiment 

predictions in practical applications would be greatly 

increased by combining explainable AI techniques 

with transformer-based models [18].  

 

Here is a comparison table summarizing the methods 

and results from the paper "A Review on Sentiment 

Analysis of Product Reviews Using Machine 

Learning Techniques (2021-2024)" based on the 

provided abstract and content:  

 

Method Techniques Key Results References 

Traditional 

Machine 

Learning 

Naive Bayes, Support Vector 

Machines (SVM), Logistic 

Regression 

SVM achieved 84% accuracy in 

multi-class sentiment classification; 

Naive Bayes was efficient but less 

accurate 

Sharma et al. 

(2024) [1], Patel et 

al. (2023) [2] 
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Deep 

Learning 

Models 

Convolutional Neural 

Networks (CNN), Recurrent 

Neural Networks (RNN), 

Long Short-Term Memory 

(LSTM) 

CNN+BiLSTM achieved an F1-

score of 0.92, surpassing traditional 

ML models; RNNs and LSTMs 

excel in sequential data 

Kumar et al. (2022) 

[4], Chauhan and 

Sharma (2022) [5] 

Transformer 

Models 

BERT (Bidirectional Encoder 

Representations from 

Transformers), T5 (Text-to-

Text Transfer Transformer) 

BERT fine-tuned for product 

review analysis achieved 95% 

accuracy, outperforming both ML 

and DL models 

Khan et al. (2024) 

[3], Rao and 

Srivastava (2024) 

[6] 

Hybrid 

Models 

CNN + LSTM, BiLSTM-

CNN 

BiLSTM-CNN hybrid model 

achieved an F1-score of 0.92, 

outshining Naive Bayes' F1-score of 

0.75 

Sharma and Patel 

(2023) [7], Gupta 

and Shah (2024) 

[12] 

Explainable 

AI (XAI) 

Hybrid models with XAI 

integration 

Focus on integrating explainable AI 

methods to improve model 

interpretability and transparency 

Yadav and 

Agarwal (2024) 

[18] 

Domain-

Specific 

Sentiment 

Analysis 

BERT fine-tuning with 

product-specific datasets 

Enhanced BERT performance by 

fine-tuning on domain-specific 

datasets for better accuracy 

Khan et al. (2024) 

[3], Raj and 

Banerjee (2022) 

[17] 

V.  CONCLUSION 

From conventional models like Naive Bayes and 

SVM to deep learning models like CNN, RNN, 

BiLSTM, and transformer models like BERT, this 

review paper demonstrates the development of 

machine learning approaches in sentiment analysis. 

With accuracy rates above 90%, transformer-based 

models, like BERT, have raised the bar for sentiment 

analysis jobs. Nonetheless, issues like model 

interpretability and domain adaptation still exist. 

Enhancing domain-specific models, integrating 

explainable AI, and creating hybrid strategies that 

incorporate the advantages of both conventional 

machine learning and deep learning techniques are 

key to the future of sentiment analysis. 
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