
© January 2025 | IJIRT | Volume 11 Issue 8 | ISSN: 2349-6002 

IJIRT 172276 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 2696 

Machine Learning in Text Summarization 
 

DR SOM GUPTA  

PGT CS, KVS, India 

 

Abstract— Automatic text summarization, an approach to 

generate summaries for informal text helps in saving time 

during information retrieval and other related tasks. 

Although various kinds of techniques like fuzzy logic, and 

other soft computing skills, NLP have been widely used to 

achieve this result, the paper analyses the research done in 

this field using supervised, unsupervised and 

reinforcement learning. The paper also analyses the works 

done using deep learning approaches for both the 

extractive and abstractive summarization. The paper 

compares the evaluation results obtained by various 

approaches for a particular dataset, discusses about the 

popular datasets used for the research purpose; pros and 

cons of the various approaches, open challenges and the 

future directions in this field of research, The paper cites 

the famous research works from sources like IEEE, 

Springer, ACL Anthology, ACM libraries to do the 

analysis. The paper serves as the beginning point for the 

novel researchers who wish to apply ML based approaches 

for the text summarization purpose. 

 

Index Terms- Machine Learning; Deep Learning; Text 

summarization; CNN; RNN; SVM; GRU 

 

I. INTRODUCTION 

 

The data in the digital world is increasing 

exponentially and the easy access to the Internet and 

the availability of many tools and the content related 

websites, has raised the need of reducing the text in 

order to retrieve the desired result quickly. Text 

summarization is to condense the data in such a 

manner that the essence of the documents remains 

preserved. The aim of automatic text summarization is 

to generate summaries which are fluent, coherent, 

concise, and non-redundant. Even when we search on 

google, the important sentences are displayed as 

summaries. Text summarization has been widely used 

in search engines, question-answering sites and 

recommendation engines. Few researchers have 

mentioned the following four as the parameters to 

decide the efficiency of a summary: Information 

Coverage, Information significance, Information 

Redundancy and Text cohesion. 

The first work in this field is reported from 1958 with 

the research of Luhn [1] where they used the frequency 

to find the important sentences. From there onwards, a 

lot of research started taking place where the various 

techniques like graph-based, statistical, linguistic, 

machine-learning, deep learning and soft computing 

techniques like genetic programming, fuzzy logic, 

optimization techniques like swarm optimization, 

greedy approaches, linear programming, etc were used 

to generate the automatic summaries. Figure 1 

displays the relation of Machine learning with the 

Deep Learning approaches.  The first research using 

the machine learning techniques was reported in 1969 

with the work by Edmundson [2] where they utilised 

the features like position, frequency, cue words and 

document structure to extract the important sentences. 

According to how the summaries are generated, the 

summaries are either extractive or abstractive. 

Extractive summaries are those where the summary is 

generated by arranging the important extracted 

sentences by extracting the important key phrases  

whereas the abstractive summaries are those which 

contain the novel sentences by either the substitution, 

deletion or editing of the phrases. Abstractive 

summaries are closer to human-written summaries and 

look more meaningful. Figure 2 gives the picture of 

overall flow of extractive summarization techniques 

whereas Figure 3 gives the overall flow of abstractive 

summarization techniques. Abstractive summaries 

help overcome the grammatical mistakes of the 

sentences. These techniques use the bottom up 

approach to generate the summaries. Sentence 

extraction and the Feature Score calculation are the 

common techniques to create the extractive 

summaries. Sentence Compression, Paraphrasing, 

Reordering, Generalising are few techniques which 

are used as part of the abstractive summarization 

approach.  Encoder-Decoder architectures along with 

the Natural Language Generation are famous for 

creating abstract summaries. The first work on 

abstractive summarization using deep learning models 



© January 2025 | IJIRT | Volume 11 Issue 8 | ISSN: 2349-6002 

IJIRT 172276 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 2697 

was reported in 2015 which was based upon the 

encoder decoder model. 

Figure 1: Relationship between Machine Learning 

and Deep Learning 

For text summarization, there are many models which 

have been successfully used by various researchers. 

Natural Language Processing, Topic Based 

Information Retrieval Models, Machine Learning 

Models and Deep Learning Models are the mainly 

used models. As many times, it is not only one  topic 

which determines the importance of a sentence, it is 

important to include various indicators and combine 

them to find the important sentences. These techniques 

consider the summarization task as a classification 

problem which intends to find whether the sentence 

should be included in the summary or not.  Nowadays 

data-driven approach is one of the famous approaches, 

to find the important sentences and is thus the reason 

that the research is more towards using machine 

learning, neural networks , or the deep learning 

models. Also these models help reduce the 

dependency to the linguistic analysis tools and the 

other preprocessing tools. 

Machine Learning approaches can be divided into: 

Supervised and Unsupervised approaches. Supervised 

approaches involve the usage of labelled training data 

whereas Unsupervised approaches do not require the 

labelled training data. 

 

Figure 2: Overall flow of extractive summarization 

techniques 

 

Figure 3: Overall flow of abstractive summarization 

techniques 

In the supervised learning approach, the problem of 

finding the important sentences is considered as the 

binary classification problem. Classifiers are the base 

of these approaches. In general, in this approach a 

supervising algorithm is used for training the 

summarizer to find the important segments and mostly 

the feature vectors are used for this purpose over 

which the approaches are applied. For generating the 

feature vectors, most of the researchers emphasise on 

using the domain-independent features and using the 

principles of generality and the subjectivity for 

choosing the features. Which approach is used 

determines the efficiency and accuracy of the system. 

Preparing the labelled annotated data for the training 

is a time- consuming task. Annotator agreement is also 

one parameter and it is difficult to come to the 

conclusion which sentence is important for the 

summary as many times different annotators select 

different sentences for inclusion to the summary [3]. 

In a paper by Nenkova [3], they mentioned that for the 

multi-document summarization supervised 

approaches have given better results than the 

unsupervised approaches. Figure 4 gives the overall 

picture of how the machine learning algorithms work. 

Machine learning algorithms capture the high 

dimensional features very nicely and also the non 

linear relationships. This helps understand the 

dynamic data more nicely. Narayana et al. [4] used the 

maximum likelihood cross entropy loss along with the 

policy gradient to improve the evaluation results. CNN 

and DailyMailset were used for the evaluation of 

results.  
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Figure 4: General Flow of Machine Learning Based 

Approaches 

Text summarization has been successfully used in 

almost all the domains. Summarization for Movie 

Reviews, Product Reviews, Emails, Software 

Artifacts, Scientific Literatures, Books, News, 

Weather Forecasts, Emails, Stock Market are some 

famous artifacts where the researchers have widely 

used this technique [5]. 

The research paper reviews the usage of Machine 

Learning Approaches for the text summarization 

purpose. The main focus is to find out the various 

Machine Learning approaches being used for 

automatic summarization. The paper investigates the 

answers to the following questions: 

Q1: What are the main Machine Learning Approaches 

used for this task 

Q2: What are the main tasks during summarization 

process where the ML techniques are used 

Q3: How the results vary with the application of 

Supervised and Unsupervised approaches 

Q4: What are the strengths and the limitations of using 

ML techniques for summarization 

Q5: What is the status of Deep Learning for Text 

Summarization 

Q6: How the results vary with the usage of Deep 

Learning than by simple ML Based Approaches 

Q7: What are the challenges associated with using ML 

Techniques 

The paper is organised as follows: Section 2 states the 

famous Machine Learning Techniques being used for 

summarization. Section 3 gives the overview of 

research done using Machine Learning Techniques for 

generating extractive and abstractive summaries. 

Section 4 describes the status of deep learning 

techniques in text summarization. Section 5 describes 

the evaluation metrics being used when either the 

Machine Learning Techniques are used or Deep 

Learning Based Approaches. Section 6 describes the 

methodology used for the survey and the statistics 

about research in this field. Section 7 discusses the 

strengths and the limitations of using Machine 

Learning in Text Summarization. Section 8 discusses 

the future directions and then finally the Conclusion. 

II. RESEARCH METHODOLOGY 

We have used the Systematic Literature Review for 

the conduct of Review of Works in the field of Text 

Summarization involving the use of Machine Learning 

Techniques. We restrict our work to pure Machine 

Learning Approaches and exclude the deep analysis of 

Neural Networks and the Deep Learning Models, as 

they demand another work in this field. We have 

already included the Deep Learning Models 

application on Text Summarization including both the 

Extractive and Abstractive Techniques in our other 

work [6].  

While we were working on the summarization 

techniques, we found that they involve the use of 

Natural Language Processing, Information Retrieval 

Techniques, Machine Learning Techniques and now 

extended to Deep Learning also. We found that there 

are so many research works which classify their works 

on the basis of many factors like Type of Summary, 

Type of Technique, Type of Application; but there is 

a lack of depth classification according to the 

technique. For most of the works, there is hardly one 

paragraph stating the state of Machine Learning in 

Text Summarization. Thus we decided to conduct one 

exclusive work for this area only. And we wish to 

include all the background information including the 

exhaustive mentioning of the various works, different 

techniques available, strengths and limitations and 

other inclusion of other aspects of the research and 

analysis.  Figure 4 gives an overview of the research 

technique that we used to do our research. 

Our Approach included the selection of Topic, 

followed by selection of libraries, followed by reading 

the Titles and the Abstracts to understand its fitness to 

our work. We have selected some Keywords and 

phrases on the basis of which we performed our 

selection.  
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Fig 4: Systematic Literature Review 

KEYWORDS USED: 

• Machine Learning in Summarization  

• Text Summarization  

• Machine Learning in Text Summarization  

• Machine Learning for Summarization  

 

LIBRARIES USED  

We have used the popular libraries:  

• ACL Anthology  

• Elsevier  

• Springer  

• IEEE Xplore  

• ACM  

• Google Scholar  

 

Analysis from Various perspectives: 

1. Identification of Journals for the mentioned area 

2. Identification of various techniques used for the 

mentioned area 

3. Identification of various datasets used for 

performing the experiments. 

4. Identification of various features being used for 

performing the mentioned task 

5. Identification of problems and challenges in using 

the mentioned approach 

6. Identification of evaluation metrics for evaluating 

the techniques for the mentioned task 

7. Identification of future research areas 

 

III. RELATED WORK 

The use of machine learning for text summarization 

started in 1965 when  Edmundson [2] used the Cue 

Phrases, High Frequency Words, Sentence Location, 

and Title and  Headings, for creating the vectors for  

the text and then used Naive Bayes for training the text 

to find the important sentences to be selected for 

summary generation. 

In 1997, Lin et al. [7] used the Decision Trees to find 

the important topics by considering the positional 

properties for creating the abstracts from the text. 

In 1999, Aone [8] proposed a model known as 

DimSum and they also used the Bayesian model 

incorporating the positional information of the text and 

inverse frequency term with the term frequency in 

addition to the Edmundson model [2]. 

Chuang et al. [9] in 2000 created an approach to 

automatic Text Summarization that generates the 

summary by extracting the sentence segments. The 

sentence segments were represented by feature 

vectors. They used 23 features to create the vector. 

These 23 features were grouped into three classes: 

Non-Structural, Rhetorical, collective descriptions of 

Rhetorical features. Following are the features used by 

them: Paragraph Number, Offset in the paragraph, 

Number of Bonus Words, Number of Title Words, 

Term Frequency, Antithesis, Cause, Circumstances, 

Concession, Condition, Contrast, Detail, Elaboration, 

Example, Justification, Means, Otherwise, Purpose, 

Reason, Summary Relation, Weight of Nucleus, 

Weight of Satellite, and max level. After the creation 

of the feature vector, Decision Trees and Naive Bayes 

classifiers were used for the training purpose. 
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In 2001, Conroy et al [10] used the Hidden Markov 

Models for extracting the sentences. They used HMM 

models because these models capture the local 

dependencies better. Mureson et al. [11] in the same 

year used the decision trees C4.5 for the email 

summarization. 

In 2002, Amini et al [12] used a semi-supervised 

learning approach to create the text. Summaries. In 

their model they used the amalgamation of unlabeled 

and labelled dataset. 

In 2005, Amini et al. [13] used the logistic regression 

models along with the clustering approaches to rank 

the sentences with the minimum ranking loss for 

creating adaptable summaries. Osborne [14] used the 

maximum entropy model to extract important 

sentences from the document. The reason for choosing 

it is that they do not assume independence, and the 

utilization of external knowledge was possible using 

these models. 

Hirao also [15] used the SVM approach to find the 

important sentences from the text. For their model to 

create the vectors with values between 0 and 1. They 

used the following features:- Position of Sentence , 

Length of Sentence, Weight of Sentence (TF-IDF), 

Density of Keywords, Named Entities, Conjunctions, 

Functional Words and Part of Speech, Semantic Depth 

of Nouns, Document genre, Symbols, Conversation, 

and Assertive Expressions. They found that SVM 

outperformed C4.5 and C5.0, decision trees and 

boosting approaches. 

Neto et al. [16] in 2003 used Mean TF-ISF, Sentence 

Length, Sentence Position, Similarity To Title, 

similarity To Keywords, Sentence To Sentence 

Cohesion, Sentence To Centroid cohesion, Depth in 

tree, Indicator of Main Concepts, Occurrence of 

Proper Names, Occurrence of Non Essential 

Information, and then trained the model using C4.5 

and Naive Bayes. In 2003, [17] Fattah used Naive 

Bayes, Entropy Models and SVM for creating the 

summaries for Multi-Document Summarization. DUC 

2002 corpus was used for the research purpose by 

them. 

Bollegalla et al. in 2005 [18] used Machine learning 

for the task of ordering sentences. They used the 

approach for multi document summarization. They 

used weighted Kendall Coefficient and Average 

Continuity for the evaluation of summaries. For 

ordering sentences, they used the concept of pairwise 

preference function. Suppose there are two sentences 

s1 and s2 out of total sentences SAll, they asked the 

annotators or experts to tell the precedence of s1 and 

s2. If the answer by an expert is more than 0.5, then 

that sentence gets the higher probability. Along with 

the preference, they considered publication date of 

sentence, unique identifiers in the sentences, and 

sentence position in the text. Other than preference and 

chronological features, probabilistic features and the 

topic relevance features were also used for creating the 

vector for training for the text by the system. Their 

approach helped in creating readable summaries. 

Leite et al. [19] in 2008, used Flexible Naive Bayes, 

C4.5, SVM and Logistic Regression to summarize the 

Brazilian  text and used the corpus TeMario. They 

observed that Naive Bayes and Logistic Regression 

outperformed C4.5 and SVM.  Wong et al. in the same 

year used the Probabilistic SVM, Naive Bayesian and 

Co-Training to generate the extractive summaries. 

In 2009, [20] used the SVM and Neural Networks to 

observe how they behave when applied to the task of 

text summarization. They found that both the models 

were able to capture the non-linear behaviour in the 

data. They used the following features for creating the 

vector: 

Lexical chaining based, Sentence Length, Proper 

Nouns, Sentence Location,Sentence location,word 

frequency, relationship mapping, importance of 

topics, and complex network features like degree, 

minimal paths, locality index, matching index, k-

cores, dilation and communiites.  

Prasad et al. [21] in 2009 performed a study to observe 

how the machine learning algorithms behave for text 

summarization systems. They named their system 

Evolving Connectionist Text Summarizer. In their 

system they used the combination of machine learning 

and neural networks. For the machine learning model, 

they selected the features from the text. For selection 

of features, they used the Knowledge-poor and 

Knowledge-rich approaches concept.  Knowledge-

poor consisted of those approaches which try to assign 

the weights to the sentences based upon the features. 
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Whereas Knowledge-rich consisted of those which 

require domain knowledge. 

In the same year, Kianmehr et al. [20] compared the 

SVM and Neural Networks and found that both the 

models perform almost the same. Moreover SVM 

takes less time and is less complex in comparison to 

Neural Networks. They also found that at a point, even 

increasing the number of layers in Neural Networks do 

not increase the efficiency and the results. 

Raut et al. [22] in 2014, used Naive Bayes, SVM and 

Decision trees for summarization of online hotel 

reviews. They obtained 88 percent accuracy with the 

Naive Bayes algorithm, 83.5 percent with the SVM 

and 78.4 percent with the Decision trees. In a paper by 

Silva et al [23], mentioned the two ways of measuring 

compression rates for evaluating the extractive 

summaries. Horizontal Compression Rate is the 

summarization at sentence level. This is done by 

removing the unimportant and redundant words from 

the sentence. The horizontal rate compression is 

calculated by finding the ratio between the number of 

words in the original document to the number of words 

in summary. 

Vertical Compression Rate is the number of sentences 

in the original document to the number of sentences in 

the summary. They used a feature-based approach 

along with the machine learning techniques to create 

the extractive summaries. They used 20 features which 

included all sentence based, word based and graph 

based. 

Aggregate Similarity, Busy Path, Centrality, 

Heterogeneous Graph, TextRank were the graph based 

features used by them. Cue Phrase, Numerical Data, 

Position Paragraph, Title  Resemblance, Sentence 

Length, Sentence  Position in the Paragraph, Sentence 

Position in the Text were the sentence-level features 

used by them. 

Proper Noun, Co-occurrence Bleu, Lexical Similarity, 

Co occurrence N Gram, TF-IDF, UpperCase and 

Word Frequency were used as the word-level features. 

They removed the outliers and then used the Naive 

Bayes, MLP, SVM, KNN, AdaBoost and Random 

Forests as the classification approaches. For solving 

the problem of imbalancing with machine learning, the 

SMOTE [24] approach was used by them. They 

performed their experiments on a CNN dataset. 

According to their experiments Naive Bayes and 

AdaBoost performed the best. 

Lanyo et al [25] in 2018, studied the application of 

machine learning in customer service platforms. They 

used Naive Baye and TextRank for these platforms. 

They observed that Naive Bayes gave better results in 

terms of accuracy and processing time. Day et al. [26] 

in 2018 created a statistical, machine learning and 

deep learning model to create the titles from the essay 

abstracts and create the summaries also. Zawbaa  et al 

[27] in 2011 used SVM and the K-NN to summarize 

the Soccer Videos.  

Kumar et al. [28] in 2018 used n-grams, presence of 

thematic words, presence of valid keywords, relative 

sentence length, sentence cohesion score and sentence 

position in the document to create the vector and then 

trained using Naive Bayes for Brown Corpus. 

Armouty et al in 2019 used the Support Vector 

Machines to find the important keywords from the 

Arabic News Documents.  

Ahmed et al. [29] in 2019 also mentioned the use of 

machine learning techniques Clustering and Frequent 

Dataset for  structured data summarization and the use 

of Naive Bayes, Decision Trees, Hidden Markov 

Model, Log Linear Models for unstructured data 

summarization. 

Jo et al. [30] in 2019 proposed a text summarization 

tool based upon the machine learning algorithms for 

the news articles. The approach first converts the text 

into paragraphs and then the text is converted into the 

graphs where the edge represents the semantic relation 

between the words. Modified KNN approach is 

applied to create the summaries. Mohamed in the same 

year 2019, used the classification techniques and then 

evaluated the summaries using a modified version of 

F-Measure. In the same year Vivek et al. [31] used the 

Naive Bayes to train the Newspaper, Magazine, Blog 

Articles and Journal Articles. 

Karmi et al. [32] in 2020 , created the 250 word 

summary on the reference spans. They observed how 

the citations help create the informative summaries. 

For this, they used the five machine learning 

algorithms SVM, Random Forests, Decision Trees, 
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Multi-layer perceptron, AdaBoost and TF IDF to train 

the features. Anshuman Pattanaik in 2020 [33] applied 

the following algorithms for training the newspaper 

dataset to create the extractive summaries: KNN, 

Random Forests, Support Vector Machine, Decision 

Trees, Logistic Regression and Neural Networks. 

They only considered Sentence Length and TF-IDF as 

features to implement these algorithms.  Even though 

they just used two features, they achieved an accuracy 

of 72 percent. This study shows the impact of just 

these two features in the field of summarization. 

 

Figure 5: ML Approaches by Lloret et al. 

Supervised Approaches in Text Summarization 

The popularity of supervised approaches started with 

the work of Kupic et al. where they used the Naive 

Bayesian approach to categorise the sentence as 

important or not. Feature independence was assumed 

in their work and later more features were 

incorporated. They have been used for both the single 

document summarization as well as multi-document 

summarization.  

1. Regression in Text Summarization: Here the aim 

is to fit the predicted scores to the target scores. 

Here labelling of the sentences is not more 

important. Support Vector Regression and Integer 

Linear Programming are two techniques which 

have been widely used for this task. 

 

2. Classification in Text Summarization : 

Decision Trees 

They have been widely used for the inductive learning 

in the text summarization task. Many variations like 

ID3 and C4.5 have been used. These approaches are 

based upon the information gain. Mainly the instances 

are represented as the feature vectors. According to 

how the decision is made by the decision trees on the 

basis of attributes, the trees are classified into axis 

parallel and oblique. Axis parallel trees consider a 

single attribute for the split of decision trees whereas 

oblique trees consider the linear combination of 

features to split the trees. Lin et al. [41] , Knight et al. 

[42] also used the decision trees. 

C4.5 [1]: It is a decision tree based classifier. Here the 

important features are extracted on the basis of 

information gain. The process is repeated till further 

the change in information gain does not occur. It is 

observed that this algorithm works very nicely on the 

generalisations.  

Binary Classifiers: Markov Models Conroy et al. [10]: 

Hidden Markov Models are based upon the concept of 

joint probability distribution. The text is regarded as 

the graph of states. States are connected to each other. 

Transition Probability, Emission Probability, and 

Probability are used for indicating the relation between 

the states. States cannot be observed directly but the 

output depends upon the states. 

Support Vector Machines: It is one of the powerful 

supervised approaches based upon the maximum-

margin hyperplane where the focus is to separate the 

samples into two groups with the objective of 

maximum margin. Mandal et al. used the SVM, K-

Nearest Neighbour and Decision Trees to generate the 

extractive summaries. It is a binary class problem. It is 

a classification based approach. When it is viewed 

from the point of view of summarization, the features 

are calculated from the sentences and the aim is to 

identify whether it is important or not. Thus the 

summarization task can be considered as a binary class 

problem. The main concept over which it works is the 

margin. It is non-probabilistic. It involves the 

identification of hyperplanes which divides the two 

classes. Distance between the margins are maximized 

and mean square error between the margins are 

minimized. It involves the use of kernels. Kernels help 

in processing the features internally. According to the 
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type of value involved in the feature, the kernel is used. 

Few kernels which have been used are:  

String Kernel for processing of the string values,  

Spectrum Kernel for finding the mutual substrings,  

S-S Kernel for finding the text classification,  

L-W-S Kernel for matching subsequence to find the 

similarity between two text, and Context-S Kernel for 

sliding window concepts.  

It was used by many researchers like Kandasamy et al. 

[31], Hirao et al. [15]. 

Pei et al. [64] also used the SVM to rank the sentences 

for the multi-document summarization. 

Naive Bayesian[1]: It is a supervised approach and it 

is based upon the assumption that all the features are 

independent. The first studies on the usage of this 

technique for the summarization task was observed by 

the work of Kupic et al. [2] in 1995, where they used 

Naive Bayesian classifiers after finding the features 

Sentence Length, Fixed Phrase, Paragraph Feature, 

Thematic Feature and Uppercase feature to find the 

scores for the sentences. The scores for each sentence 

was estimated by calculating the conditional 

probability from the dataset. This approach with 

unigrams and bigrams was used by Khan et al. in 2020 

to create the summaries for the movie reviews into the 

positive and negative and then over to it they used the 

graph based approach to generate the summaries. It is 

a classification-based algorithm and is a probabilistic 

classifier. It assumes the independence of features. It 

involves the calculation of conditional probabilities. 

Here the variance of each class is calculated.  

𝑃(𝑠 ⊆ 𝑆|𝐹1, 𝑓2. . . 𝑓𝑛) = ∏

𝑖=𝑛

𝑖=1

𝑃(𝐹𝑖|𝑠)𝑃(𝑠)

∏𝑖=𝑛
𝑖=1 𝑃(𝐹𝑖)

 

Let the number of features be n. 

s is the sentence from the total set S of the sentences 

of the text 

P(Fi|s) and P(Fi) are calculated from the training data 

set. 

 

Lanyo et al. [26], Neto et al. [16], Chuang et al. [9] 

used the Naive Bayesian approach for supervised 

learning in their approaches. 

Maximum Entropy Model:  It is a very powerful 

model. It is discriminative in nature. The aim is to 

maximize the entropy distribution while following the 

constraints. It is the measure of informative content. 

Entropy is maximum when the distribution is normal 

in nature. 

Artificial Neural Networks: These are also based upon 

the machine learning techniques requiring the training 

dataset and the computation of error loss and others 

but for the computation rather than using the simple 

probability and other measures, use the graph like 

network architecture involving the input layer, hidden 

layer and the output layer. Many authors have used 

back propagation along with them to classify the 

features. 

Most of the approaches utilizing neural networks 

follow the following approach: 

Input text is fed to the system, the output is compared 

against the expected output, error is calculated from 

the output neuron, adjustment to the output is 

maintained and the process continues till the error 

change is minimal. 

Conditional Random Fields: It is a statistical approach 

which is used to recognize patterns in machine 

learning. It is a discriminative probability based model 

based upon the concept of conditional probabilities. 

Here the text is considered as a graph. The vertices 

represent the random fields and are used for obtaining 

the conditional probabilities. Normalisation, and 

Weights and features are two main components of 

Conditional Random Fields.  

Name of 

Approach 

Used By  Dataset Used 

Naive 

Bayesian 

Neto et al. 

[16], Chuang 

et al. [9], Silva 

et al. [3] 

Tipster [1], 

Engineering 

Data [2] 
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C4.5 Neto et al. 

[16], Chuang 

et al. [9], 

Mureson et al. 

[11] 

Tipster [1] 

Neural 

Networks 

 CNN, 

Wikipedia(svo

re) 

Neural 

Networks 

Sinha et al. 

[10] 

DUC 2002 

Convolutional 

Neural 

Networks 

Zhang et al. 

[11] 

DUC 2002, 

DUC 2004 

SVM Hirao et al. 

[15] , Silva et 

al. [23], 

Kianmehr et 

al.[48] 

Text 

Summarizatio

n Challenge 

Dataset 

 

Unsupervised Approaches in Text Summarization 

Due to the fact that these approaches do not require 

much data corpora, they are getting popular. But as per 

the analysis done by various works, we have found that 

they are not able to achieve the results as par with the 

other techniques. Kohita et al. [63] used the Q-

Learning with language models to perform the 

unsupervised summarization. They used the editorial 

agent to help perform the edit operations like Remove, 

Replace and Keep; whereas the language model 

decodes the sentence on the basis of action signals. 

Ayodele et al. [16] used the unsupervised learning 

techniques to generate the summaries for incoming 

emails. They used the concept of inclusion of highly 

frequent words in the sentence and rearranging them 

to generate good summaries. They used the subject 

and the content field for the same. 

1. Fuzzy Logic:  Sheridan et al. used the fuzzy logic 

along with the evolutionary approaches 

2. Cluster Based: K Nearest Neighbor is one of the 

most popular cluster based machine learning 

approaches which has been used in many 

researches. In a paper by Rahul et al. [21], have 

mentioned the works done by various researchers 

and have mentioned that atleast 14 percent of the 

works in this field used this approach. 

3.  Graph Based: Textrank is one of the algorithms  

which has been widely used in the research 

community to create the summaries. The approach 

is based upon calculating the similarity between 

the sentences in the document which is stored in 

terms of the Similarity Matrix. Here the sentences 

are represented in the form of vectors and then the 

similarity between the two vectors is either 

calculated by using the cosine similarity or any 

other powerful similarity measure. Similarity 

Matrix is represented in the form of a graph with 

vertices as the sentence and the edge as the 

similarity score. 

 

Features Used for Summarization: 

1. Statistical Features:  

TF-ISF: Also known as Term Frequency and Inverse 

Sentence Frequency; is one of the features which has 

been used by almost all the researchers and works 

related to Summarization tasks. 

Sentence Length: It helps get rid of irrelevant and very 

short sentences. For most of the research, normalized 

length is used. 

Sentence Position: It is the position of sentence in the 

document. Earlier is the location of a sentence in the 

text, better is the chance of their inclusion to the 

summary. 

Similarity to Title: Mainly the cosine measure is used 

to calculate the similarity. 

Similarity to Keywords 

Sentence To Sentence Cohesion: Let the sentence be 

S, and other sentences by S’. Similarity is calculated 

between the S and all S’ and then summed up. If the 

value comes closer to 1 that indicates the 

cohesiveness. 
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Sentence To Centroid Cohesion: Here rather than 

calculating the similarity of one sentence to all the 

sentences, first the centroid of the whole document is 

generated in terms of vector and then the sentences are 

compared with the centroid. If the value is closer to 

1.0, that indicates that this sentence represents the 

central theme or is important for the document. 

Paragraph Position  

Format Based: Text in the bold, italics, underlined or 

having bigger font were extracted. 

Numerical Data 

Cue Phrases like “it is important”, “in the summary”, 

“in conclusion”, etc. 

2. Linguistic Features[1]: 

Main Entities 

Proper Names: They refer to the place and the person, 

indicating their importance to the summary. 

Occurence of Non Essential Information: They help 

filter out the irrelevant information which can be the 

cause of redundancy in the summary. 

Occurrence of Anaphors: Anaphors refer to the 

pronouns and are those sentences which have been 

explained or referred to in the previous sentence. If 

these sentences are chosen to be the part of the 

summary, there is a chance of including the redundant 

sentences in the summary. 

Lexical Similarity 

Co-occurrence N Grams 

3. Discourse Features: 

They utilize the properties like whether the sentence 

has come just below the main headlines, etc. 

4. Rhetorical Structure: 

Like analyzing the causes, circumstances, antithesis, 

etc information to find the significance of the sentence 

fragments. 

Kaikhah et al. [4] in 2004, used the neural networks to 

learn the characteristics of the text to create the text 

summaries. They used the training, feature fusion and 

the sentence selection in their approach. a 3 layered 

feedforward neural network was used for the training 

purpose. Conjugate gradient function was used for 

error function and the penalty function. Objective was 

to find the minima for energy function. To find the 

relationship between the sentences, feature fusion was 

used. 

In 2005, Burges et al. [5] used the RankNet  and In 

2007, Score et al. used the RankNet approach to train 

the model for ranking the sentences. In 2010, the 

multiple perceptron layer architecture was used along 

with the fuzzy logic for generating the first layer input 

for the further genetic model. 

In 2016, Singh et al. used the Restricted Boltzmann 

machine to generate the summaries. 

Deep Learning for Text summarization 

Deep Learning Models have emerged as a powerful 

machine learning tool. It is an extension of Neural 

Networks and Machine Learning Models. They 

attempt to imitate the human brain. Even though all are 

powerful themselves, because of the fact that the Deep 

Learning Models have the facility to extract the 

features also, they yield better results. Features are 

learnt at various levels and which makes it able to learn 

the various complex functions also [49]. With the 

smaller datasets, the machine learning algorithms 

work best but when the dataset is huge, deep learning 

models work better than the machine learning 

algorithms. 

Neural networks are the models which consist of only 

one hidden layer of computation between the input and 

the output layer. When the Neural Networks contain 

more than 1 hidden layer, it becomes the deep learning 

model. Deep learning models are one of the wide 

applications of machine learning approaches. They 

have been used for generating both the extractive and 

abstractive summaries. Many times, the input data is 

so long that it becomes very challenging to retain the 

critical elements to create the summaries. As deep 

learning models have the ability to capture very 

complex non linear data, they can be used for these 

purposes. They help reduce the manual dependency in 

extracting features and having knowledge of linguistic 

rules. They also help capture multiple levels of 

representations. They learn the features automatically 

using various mechanisms like back propagation with 
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the objective of minimizing the function. As the 

summarization process is highly dependent upon the 

features, thus deep learning models yield very good 

results for the summarization task. Not only for 

summarization tasks, but deep learning techniques 

have proven to be very effective for the NLP tasks.  

Unsupervised approaches 

Auto Encoder Decoder Model: 

Azar et al. used the AEs and Restricted Boltzmann 

Machines  to rank the sentences. 

Seq2Seq is one of the popular models used for the 

summarization task which takes the sentences as the 

input and generates the sentences as the output. They 

map the variable length input text to the variable 

length output. Encoder and Decoder are the important 

techniques used in Seq2Seq models. The encoders 

take the input and encode them to a vector form or any 

relevant form like embeddings and a feedback which 

is also known as hidden layers is generated after every 

step. Word Embeddings is one of the popular ways to 

represent the sentence into the vector form as it helps 

in solving few of the serious problems in the field of 

machine learning like curse of dimensionality, and 

sparsity. Mainly Word2Vec, GloVe, FastText, and 

BERT are few popular ways to generate the word 

embeddings. Word2Vec consists of skip-gram and 

Continuous Bag of words to generate the embeddings. 

Encoders help capture the context of the text. 

Decoders are used to decode the target sentences. Most 

of the approaches which are built only using this 

model use the Beam Search Method. 

Beam Search Models are for the prediction of output 

in the encoder decoder mechanism. In the Greedy 

approach, at each step the word with maximum 

conditional probability score is selected. Beam Search 

approach helps in finding the balance between the 

greedy approach and the exhaustive search 

mechanisms. 

Shi et al.[26] used the Seq2Seq models and the beam 

search method for abstractive text summarization. 

 

 

Attention Mechanisms: 

The traditional models where the encoder-decoder 

architecture was followed, the problem of repetition, 

length, and exposure bias were there. In order to 

reduce these issues, the attention mechanism and other 

approaches in deep learning became popular. 

The significant work using this mechanism was done 

by Rush et al. [44] in 2015, where the Bag of words 

model was used for generating the vector for the input 

text. A Deep Convolutional model was used at the 

encoder side. Max pooling layers were used along with 

the Convolutional layers. Attention mechanism was 

also used to capture the context in the summaries. 

Beam Search was used at the decoder side.  Most of 

the researchers who used the encoder decoder model, 

have used this approach at the decoder side to get the 

appropriate results . 

Supervised approaches: 

Convolutional Neural Networks: They have been 

successfully used for image recognition and are now 

used for the summarization task also. They mainly use: 

weight sharing, pooling, multiple layers and local 

connections. In the convolutional model, the CNN 

layer uses the previous outputs from the CNN layer to 

find the local connections and then the pooling helps 

combine the semantically similar features into one.  

Input data is represented in terms of vector spaces, and 

word embeddings by using methods like word2Vec. 

Flatten layers are used after the Convolutional layers 

to convert the 2 D matrices to the vector form. Fully 

connected layers are used to perform output 

processing. To minimize the overfitting, drop out 

along with the regularisation layer is used. 

Zhang et al. [11] used the CNN layer followed by max 

pooling over the pre-trained vectors. They conducted 

the experiments for both the single document 

summarization and the multi-document 

summarization. CNN model was used for learning the 

sentence features, and ranking the sentences with the 

objective of minimising the cross entropy. The model 

was made in such a way that human interventions 

could be removed. Window size of 3 and the 400 

filters were used for performing single document 
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summarization which was increased to 600 filters for 

the multi-document summarization. 

Recurrent Neural Networks: They are good at 

modelling the sequential data and help capture the 

syntactic and semantics from the word 

sequences.They have been widely used for the 

sequence prediction problems like word sequence 

prediction when one is writing, etc. Here the output is 

obtained not only from the existing data state but also 

from the previous outputs. In order to deal with the 

gradient explosion and vanishing effect, the below 

mentioned variations are used. 

They can be encoder-decoder based RNN models or 

bidirectional RNN. In Bidirectional RNN,  it consists 

of forward RNN and backward RNN. Forward RNN 

uses the input sequence from left to right whereas the 

Backward RNN reads the sequence from right to left. 

Here one representation is obtained by combining both 

the forward and backward RNN. 

LSTM: Song et al. used the LSTM-CNN to construct 

the new sentences. In terms of summarization, these 

models are also known as sequence-to-sequence 

models. Anand et al. in 2022, used the LSTM based 

approach to generate the summaries for the legal 

documents. Convolutional and Recurrent Neural 

Networks were also used so as to consider the order of 

the input of  data. As the RNN captured only short term 

information, LSTM was used where the sequence of 

data was long. They used input gate, memory gate, 

forget gate and output gate.CNN models along with 

the pooling were used before applying the LSTM to 

find the features from the input text.  

GRU :  

The Seq2Seq models suffer from repetition and 

capture of context. Gates are used to tackle these 

drawbacks. They help refine the representation of 

source text in the intermediate form. 

These are variations of RNN models whose main 

function is to address the issue of exploding/vanishing 

gradients.Thus helps identify the long term 

dependencies in the text. They are the simplified form 

of LSTM and consist of reset and update gates. GRU 

takes less time than LSTM. 

The research in the field of abstractive summarization 

was first reported by Rush et al. [44] in 2015 where 

they used the three models to perform the same: Bag 

of Words model, Convolutional Encoder, and 

attention-based mechanism. In the same year, Lopyrev 

[51] used the RNN models to generate the newspaper 

headline summaries. 

Nallapati et al. [8] in 2016 used the Attentional 

Encoder-Decoder Recurrent Neural Network for text 

summarization. Their model used the bidirectional 

Encoder and unidirectional Decoder along with the 

soft attention. This work was further extended by 

Hasselqvist[7] in 2017  where they used the pointer 

generator model along with the query. Document and 

the query was fed as the input, sequence of words are 

passed to document encoder which is then passed to 

attentive decoder. For encoder and decoder, RNN with 

gates were used by them. The document is fed to the 

document encoder which uses the bidirectional RNN 

whereas the query is fed to the query encoder. Because 

of the fact that queries are shorter in length, they used 

unidirectional RNN. Decoder also uses unidirectional 

RNN along with the soft attention.  

Lin et al. [41] used global encoding for text 

summarization. The Convolutional Gated Unit was 

used to perform global encoding. 

Even though deep learning models are very powerful 

and help get good results, they require a lot of 

computation and a big training dataset is required. 

Deep learning models involve the usage of GPUs for 

performing the complex computations for the training 

purpose which limits the usage of deep learning 

models for the summarization purpose. Tuning of 

hyperparameters is also required for the deep learning 

approaches. If the deep learning models are not able to 

generalise properly for the large training dataset with 

a lot of parameters, it leads to errors during the testing 

phase. 

Reinforcement Learning: 

It is a type of Machine Learning  technique where the 

system interacts with the environment to maximize the 

reward.  The Sequential Markov Model is one example 

of Reinforcement Learning. At a particular timestamp, 

the agent includes the document and the previous 

extracted information. From this information, the 
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agent will decide whether the sentence has to be 

included or not. Based on the decision, the agent will 

receive the reward on the basis of how good the 

decision was made. Final reward obtained by the agent 

determines the overall quality of the decision made by 

the system. These approaches have been mainly used 

for the controlling systems. They can be used to 

optimise the score functions for extractive 

summarization. The approach helps in reducing the 

need for hand crafted features. The first work in 

summarization using this technique was reported in 

2012 with the work of Ryang and Abekawa where this 

process of extracting important sentences was 

considered as a search problem. Narayan et al. [69] 

used reinforcement learning for the task of sentence 

ranking for the generation of extractive summaries. 

They modelled the problem in terms of Agent which 

interacts with the environment. Environment consists 

of documents. Initially, the agent is randomly 

initialised. Then the agent reads the documents, 

predicts the relevance score for each sentence using 

policy which then uses the probability scores for the 

calculation. The agent is given a reward for finding 

how well the extracted summary resembles the 

golden-set summary. For reward, the mean of F Scores 

of ROUGE-1, ROUGE-2 and ROUGE-L were used. 

ROUGE-1 and ROUGE-2 helped capture the 

informativeness due the fact that they consider the 

unigram and bigrams whereas ROUGE-L helped 

capture the fluency. Reinforcement algorithm was 

used for minimizing the negative reward. 

Lee et al. [70] used the DQN based Deep Learning 

models where the state referred to the incomplete 

sentences and the action refers to addition of sentences 

to the summary. Length limitation and the reward were 

used as the parameters. Kohita et al. [63] used the Q-

Learning based RL model to create the summaries. 

 

 

 

IV. DISCUSSION 

Main tasks for which Machine Learning approaches 

have been used by various researchers for assisting in 

Text summarization observed from researches:  

1. Redundancy  

2. Sentence Extraction  

3. Clustering  

4. Sentiment Analysis  

5. Optimization  

6. Sentence Ranking  

7. Ambiguity Removal  

8. Noise Removal  

9. Keywords identification  

Evaluation Measures and Results: 

The main focus of Machine Learning approaches is to 

find the important sentences by learning the weights 

of the features given in the dataset from the training 

dataset. The main evaluation measures which are used 

to find the efficiency and effectiveness of a particular 

Machine Learning approach are:  

• Confusion Matrix: Assuming there are N Classes 

for prediction by the Machine Learning Model, it 

is a N * N table where the classification results are 

summarised. In the confusion matrix evaluations, 

mainly following terminologies are used:  

• True Positive : It means the Predicted Class True 

Single 

Sentence 

Summaries

: 

 

 Rush et al. 

[52], 

Multi- 

Sentence 

Summaries

: 

 

See et al. 

[39], Song 
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for the dataset is correct. It is the instance of correct 

classification by the algorithm  

• True Negative: It means the Algorithm predicted 

the class to be True but the actual Class was False  

• False Positive: It means the Algorithm predicted 

the class to be False but it’s actual class was True  

• False Negative: It means the Algorithm predicted 

the class to be False and the actual class was also 

False.  

• The main objective of Machine Learning 

Algorithms is to maximize the True Positive Rate 

and minimize the False Positive Rate.  

Precision: It is the ratio between True Positive and sum 

of True Positive and False Positive. It mainly 

calculates the amount of correctly predicted positives.  

Recall: It is the ratio between True Positive and sum 

of True Positive and False Negative. It calculates the 

actual positives which were classified correctly.  

F-Score: It is the harmonic mean between Precision 

and Recall. Higher is the F-Score, better is the model.  

Accuracy: When the machine learning algorithms are 

applied to the dataset, it classifies some data points 

correctly while some wrong. Accuracy indicates the 

percentage of classifications that were done correctly 

by the approach. 

ROC Curve: It is also known as Receiver Operating 

Characteristic Curve. It is the plot between True 

Positive Rate vs False Positive Rate.  

True Positive Rate is the ratio between True Positive 

to the sum of True Positive and False Negative. True 

Positive Rate is also known as Sensitivity,  

False Positive Rate is the ratio between False Positive 

to the sum of False Positive and True Negative.  

AUC : It is the area under the ROC Curve. Larger is 

the area under the ROC Curve, better is the model. It 

is also known as specificity.  

Entropy Loss: It is mainly used for logistic Regression 

models and other Neural Based Networks. Smaller is 

the function, better is the model.  

Human Based Metrics: 

• Informativeness 

• Fluency 

• Readability 

• Conciseness 

• Relevance 

• Non Redundancy 

• Sentimental Accuracy 

 

Technique Evaluation Results 

SVM  0.3813 (ROUGE-

1) (DUC) 

Maximum Entropy  0.3748 (ROUGE-

1) (DUC) 

Naive Bayes 0.3762 (ROUGE-

1) (DUC) 

Deep Learning 

Approaches 

0.15-0.45 

(ROUGE)(CNN/D

ailyMail) 

Reinforcement 

Learning 

0.16-0.41 

(ROUGE) 

(CNN/DailyMail) 

Table 1: Evaluation measures 

1. Pros and Cons: 

This section lists down a few of the strengths and the 

limitations of Machine Learning Based approaches for 

the text summarization task. This section also 

discusses this in detail technique wise for SVM, Naive 

Bayesian, Logistic Regression, Random Forests, 

Decision Trees, K-NN, Linear Discriminant Analysis, 

Neural Networks and Deep Learning Models. It will 

help the researchers choose the technique according to 

the requirement and the availability of data set. 

Strengths:  

• Learn Non Linear Relations  

• Can Identify outliers  
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• Identify the patterns  

• Helps achieve automation  

• Can handle multi-dimensional data  

 

Limitations:  

● Need for Large Dataset  

● Need for Computational Resources  

● Overfitting  

● Result Interpretation  

● Dependency on the quality of dataset  

 

Technique Pros Cons 

SVM Performs 

good for 

high 

dimensional 

data 

 

Works good 

with the 

outliers also 

 

Works good 

for binary 

classificatio

n related 

problems 

Take a long 

processing 

time when 

dataset is 

large 

 

Do not 

distinguish 

properly 

when classes 

are not 

clearly 

separable 

 

Selection of 

kernels and 

hyperparame

ters impacts 

the 

performance 

of the 

approach 

Naive 

Bayesian 

Scalable  

 

Fast 

The 

algorithm 

works on the 

hypothesis 

of 

 

Works good 

with multi-

class 

problems 

 

Works well 

with multi-

dimensional 

data 

independenc

e of variables 

but many 

times it is not 

applicable. 

 

Requires 

well 

populated 

training data 

as it is based 

upon the 

concept of 

conditional 

probability 

Logistic 

Regression 

Hyperparam

eters tuning 

is not 

required 

Simple 

Effective 

Scaling of 

features is 

not required 

Does not 

work well 

with non-

linear data 

 

Does not 

work well 

for 

correlated 

data 

Random 

Forest 

Works well 

for 

correlated 

data 

 

It produces 

less variance 

and error 

 

Works well 

with 

imbalance 

data 

Difficult to 

understand 
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Works well 

with data 

with missing 

values 

 

Handles 

overfitting 

problem 

very nicely 

and is less 

impacted 

with the 

outliers 

Decision 

Trees 

Normalizati

on of data is 

not required 

 

Handles the 

missing 

values nicely 

 

Prone to 

overfitting 

 

Takes large 

time to come 

to the 

decision 

K-NN Simple to 

understand 

and 

implement 

 

Does not 

make any 

assumption 

about the 

data 

 

Evolves as 

the new data 

appears 

Suffers with 

curse of 

dimensionali

ty 

 

Does not 

work well 

with 

imbalance 

and is not 

very scalable 

 

Does not 

handle the 

outliers and 

 

 

missing 

values very 

nicely 

Linear 

Discriminant 

Analysis 

Good for 

multivariate 

distribution 

 

Compute 

confidence 

interval 

Not good for 

multi 

collinear 

data 

Neural 

Networks 

Flexible and 

works good 

for both the 

regression 

and 

classificatio

n problem 

 

Works well 

for non 

linear data 

 

Fast 

prediction 

and are 

scalable 

They are like 

black boxes 

where it is 

difficult to 

understand 

how the 

independent 

variables are 

impacting 

dependent 

variables 

 

Very 

expensive to 

apply on 

normal 

CPUs and 

need GPUs 

 

Relies very 

much on 

training 

dataset and 

thus are 

prone to 

overfitting 

and 

generalizatio

n 



© January 2025 | IJIRT | Volume 11 Issue 8 | ISSN: 2349-6002 

IJIRT 172276 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 2712 

Deep 

Learning 

Models 

They can 

generated 

additional 

features 

from the 

existing 

training 

dataset 

without 

human 

intervention 

 

Very good 

for those 

tasks which 

require lot of 

feature 

engineering 

 

Works well 

for 

unstructured 

data 

 

Can perform 

many 

complex 

problems 

simultaneou

sly 

 

Scalable 

Requires 

massive 

training 

dataset 

 

Demands a 

lot of 

computation

al power 

 

Famous Datasets: 

1. CNN/DailyMail -corpus: The dataset consists of 

newspaper articles. The dataset consists of 286,817 

articles for the validation purpose whereas contains 

11,487 articles for the testing purpose. The dataset 

contains on average 766 words and around 30 

sentences per document. This dataset was created 

by Lin et al. []. This dataset is very good and a 

famous dataset due to the fact that it contains very 

high quality summaries in terms of grammar. 

2. DUC Datasets: DUC is a conference which started 

from the year 2001 to encourage and recognize the 

efforts made for the summarization task. DUC 

releases the dataset consisting of english 

documents for the evaluation of the approaches 

created by the researchers. The same conference 

became TAC after 2008. Most of the documents 

available in these datasets are from newspaper 

headlines. DUC 2001 and 2002 dataset consisted 

of more than 200 documents and 50 to 200 word 

abstractive summaries while 2003 dataset 

consisted of 100 words abstractive summaries. 

TAC 2010 and TAC 2011 consisted of summaries 

with fixed 100 words length. 

3. Gigaword: The corpus contains around 3.8 M 

training datasets. It also contains the headlines for 

the news. 

4. WikiSum is the dataset with around 1000 

documents from wikipedia and is widely being 

used for the evaluation of Multi Document 

summarization approaches. 

5. ACL Anthology References 

6. New York Times Dataset: It is a dataset having the 

documents from 1995 to 2008. It has been mainly 

used for evaluating the extractive text summaries. 

7. NewsRoom 

8. XSum 

 

Challenges: 

1. Seq2Seq Models which are widely used for the 

purpose of abstractive summarization suffers from 

the repetition and the semantic irrelevant 

sentences. Also most of the summaries which are 

generated lack in terms of grammar, and concise 

reflection of main ideas. More work on 

incorporating the tree structure to the existing 

LSTM and RNN models can be done. Hou et al. []. 

2. Most of the Deep Learning Models utilise the 

information from the original text only but more 

efforts on incorporating the information from the 

external sources can improve the summaries 

generated. This external knowledge can be taken 

by using Lexical chains, or utilizing the Rhetorical 

Tree Structure, or knowledge graphs. 
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3. At present the Machine Learning Based 

approaches are based upon the extraction of 

sentences by considering the Feature Scores. But 

in future, the clause-level extraction can also be 

tried for getting better summaries in terms of 

coherence and conciseness. 

4. Most of the research generates the generic 

summaries but more attention is required on 

generating the summaries which considers the user 

preference also. 

5. Traditional approaches used for neural networks 

take longer training time, face the issue of 

overfitting of data, and number of hidden layers 

limit the learning capability. 

 

Future Directions: 

Lot of research has been done in this field. Different 

approaches have been developed by various 

researchers considering various parameters for the 

text. Many advanced algorithms like graph-based, 

Deep Learning models, Reinforcement Learning, 

Information Retrieval based approaches have been 

used to get better results in terms of not just 

quantitative measures but also qualitative measures. 

Thus. Now the research in this field is shifting from 

just extracting the important sentences and arranging 

them and thus this has raised a lot of challenges. 

For most of the approaches where the artificial 

intelligence related approaches have been used, the 

features used are the traditional features which have 

been used by researchers a decade ago. Need to look 

at the features from word and sentence level is the need 

of time as it has been observed that better the features 

we choose and better we train them , better are the 

results that we obtain. 

For getting the results closer to the natural form, it is 

important to have good and large datasets for the 

training purpose. Better is the training dataset, better 

the results are from artificial intelligence techniques. 

Even though we have very good datasets available, 

still there is a need for the training of deep learning 

approaches. 

 

Most of the summaries are evaluated using the 

intrinsic measures use the ROUGE Scores or the 

BERT Scores where the focus is to measure the 

overlap of information between the system generated 

summaries and the human summaries but need is to 

have better measures which consider not only the 

overlap of information but also parameters like 

informativeness, fluency, quality in terms of coverage 

and cohesion. Few works have been done which 

considers the vocabulary along with the ROUGE 

scores by incorporating information from sources like 

WordNet, but more work is required in this side also.  

ROUGE Scores are good for the extractive summaries 

evaluation but not suitable for evaluating the 

abstractive summaries due to the reason that ROUGE 

scores are based upon the word overlap. 

More Datasets are required than TUC and DUC 

datasets for better research in this field. CNN/ 

DailyMails dataset are popular among the deep 

learning community but there is a need for other 

datasets from various domains suitable for both the 

extractive and abstractive summarization.  

Deep Learning models have been used extensively 

nowadays for the summarization task. If multi 

modality is also considered, summaries will be more 

rich and can include not only information from text but 

also from videos and images. Limited Labelled data 

also poses another challenge to the training of deep 

learning models both at the encoder and decoder side.  

More research on utilization of reinforcement learning 

so as to capture the environmental dynamics is also the 

need of time. Reinforcement learning techniques can 

capture the user defined metrics in a better way. 

CONCLUSION 

With the availability of fast and easy access to the 

internet, the amount of information in it has increased 

exponentially which has resulted in the need of 

automatic text summarization systems for quick 

retrieval of relevant information. Automatic text 

summarization is an interesting area of the research 

and is used in various domains like movies, software, 

legal text documents, google search engine, etc. The 

advancement in Machine Learning and Deep Learning 

Models has eased the task of automatic 

summarization. The objective of the paper is to 
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systematically arrange the works in this field using the 

artificial intelligence techniques and especially ML 

and DL. This survey will serve as the beginning to the 

researchers who are willing to do their research in this 

field as it systematically mentions the works done by 

various researchers according to the techniques and 

also chronologically mentions the work for the 

understanding of the trends. The classification of work 

was done according to the approach and the techniques 

used, challenges and the future research areas are also 

discussed in the paper. The datasets, techniques used 

for the research are also mentioned to have the better 

familiarity to the publicly available dataset for the 

interested researchers. 
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