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Abstract—Sentiment analysis, text analysis, and 

stemming are the core research aspects of contemporary 

NLP. They expand a researcher’s toolkit in the form of 

additional approaches and tools to process unstructured 

data, generating objective insights. These methods help 

computers “understand” human speech, which is a 

beneficial skill due to people’s incredible ability to be 

subjective while sharing their thoughts. The internet is 

filled with content reflecting various subjective 

approaches while various people share data considering 

their personal points of view. It is difficult for people to 

find necessary information and discover the truth, 

especially about products, because companies do not 

know their customers fully. While processing product 

reviews helps one understand the public’s sentiment 

about a commodity, one should summarize all positive, 

neutral, and negative reviews due to their significant 

amounts. This work can be extended to cover more 

product review websites and look at more complex 

natural language processing features in the future. To 

ensure precision, the system retains only the words 

present in the dataset, filtering out any extraneous terms 

that do not contribute to the analysis. 

 

Index Terms—Natural Language Processing, Stemming, 

Term Frequency-Inverse Document Frequency, Bag-of-

Words, feature-based Learning. 

 

I. INTRODUCTION 

 

The use of Machine Learning (ML) has grown 

remarkably in recent years it has a strong impact on 

both research and industry. NLP (Natural Language 

Processing) is one of the main domains in ML to help 

computing aficionado understand human language 

(even slang/per-say). Data analysis is a technique of 

exploring structured, unstructured, or semi-structured 

data systematically to extract meaningful insights. One 

of the most useful applications of NLP is indefinite 

comprehension, also called opinion mining, which 

detects the view tone of textual material and classifies 

it as bad, good, or neutral. This step is especially 

helpful for companies, since it allows them to analyze 

customer comments and analyze public perception of 

their products or services [1]. Analyzing customer 

reviews from e-commerce platforms such as Amazon 

provides insights into consumer preferences, aiding 

companies in improving product quality and overall 

customer experience. With the help of sentiment 

analysis, companies can improve their marketing, 

product offerings, and customer satisfaction, which 

can therefore increase revenue and growth in stock 

value [2].  

Since customers frequently leave detailed product 

reviews on quality, quantity, brand perception, and 

user experience, this research examines the sentiments 

in reviews of Amazon products, including electronics, 

jewelry, toys, car accessories, watches, gardening 

tools, personal care items, farm equipment, games, 

gourmet food, and healthcare products. However, 

manually analyzing such large volumes of data is 

impractical [3]. To handle this challenge, various 

machine learning techniques allow large datasets to be 

processed and classified efficiently. This study 

investigates the feasibility of determining whether 

product reviews are positive, negative, or neutral using 

various ML-based sentiment analysis techniques. This 

work using TF-IDF and BoW and classification 

techniques is dedicated to the advancement of 

automated sentiment analysis [4].   

 

II. RELATED WORKS 

 

The ways in which sentiment analysis techniques for 

product reviews have been investigated have become 

a subject of numerous studies with the adoption of 

varying machine learning methods and frameworks. A 
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very good method of investigation on product reviews 

should be mentioned, performed by Pankaj et al. [5], 

concerning the smartphone product reviews classified 

as positive, negative, or neutral. The authors tackled 

an interesting problem in sentiment polarity 

categorization using Amazon product review data 

from August to December 2018. In particular, over 

500 reviews were investigated spanning almost four 

product categories: mobiles, computers, flash drives, 

and electronics.   

Sunny Kumar et al. explored how the R language and 

Rhadoop can be applied to sentiment analysis of social 

media data. They carried out a performance and 

architectural comparison of these frameworks which 

shows how tools for big data can improve the fabricity 

of sentiment classification techniques [6].  

Zeenia Singla et al. conducted statistical sentiment 

analysis with a focus on consumer product reviews on 

mobile products. Their findings proved useful for both 

consumers and product designers, as their analysis 

revealed the top three most preferred brands—Apple, 

BLU, and Samsung—based on consumer sentiment 

trends [7].  

Tanjim Ul Haque et al. have proposed a supervised 

learning model for sentiment classification, in which 

they used a combination of two feature extraction 

techniques. Using a collection of models, they checked 

out how feature extraction worked in the model. 

Sentiment analysis methods are used well beyond e-

commerce [8].  

Wankhade et al. and Tan et al. performed a similar 

analysis, contrasting several sentiment classification 

algorithms in respect to their performances using 

large-scale text data [9, 10].  

These studies deal with the importance of feature 

selection and optimization of a model in the boost of 

accuracy in sentiment analysis. This work builds on 

previously conducted ones wherein different machine-

learning models were used for sentiment analysis of 

Amazon product reviews to improve classification 

accuracy and scalability.  

 

III. SENTIMENT ANALYSIS: TECHNIQUES AND 

BENEFITS 

 

A basic component of sentiment analysis is the 

reliance on opinions, which opens more space for 

detailed analysis of opinions on products, services, or 

experiences. This will afford businesses insight into 

customer sentiments [11]. This process of sub-task 

involves the detection of polarity that classifies the 

opinions on the basis of positive, negative, or neutral. 

In this context, the term "opinion analysis" is often 

interchangeably referred to as sentiment analysis [12]. 

Sentiment analysis is in essence a text classification 

approach to decipher if a consumer review is aligned 

with a feeling favorable, unfavorable, or neutral 

toward the item. Such reviews play a major role in e-

commerce related to product development, consumer 

satisfaction, and hybridization of approaches for 

engaging users [13]. Interpretation of various products 

in the market trends can allow the manufacturers and 

retailers and, in turn, the businesses that apply 

sentiment analysis to redesign their marketing 

strategies as per consumer expectations [14].  

Sentiment analysis brings value to customers, helping 

them make informed choices when it comes to 

purchasing items, as well as to organizations, product 

manufacturers, and retailers. Companies can assess 

trends of sentiment to discern market phenomena and 

effect changes in service practices and user experience 

[15]. Sentiment analysis is applied in numerous fields 

which include brand reputation management, financial 

market prediction, and political discourse analysis 

[16].  

A salting of various methodologies and techniques is 

applied to sentiment analysis with Natural Language 

Processing (NLP) and Machine Learning (ML) being 

widely researched. NLP techniques extract, process, 

and interpret data in the form of text, while within ML, 

models can classify and predict, which helps in 

increasing sentiment detection in accuracy and 

visibility [17]. The incorporation of deep learning 

algorithms-LSTM, GRU, and different variations 

based on the Transformer model-has provided further 

efficiency to sentiment classification in being robust 

and adaptable to systems with different data sources 

[18].  

 

IV. SENTIMENT ANALYSIS STEPS ON 

PRODUCT REVIEW 

 

This section presents the main steps of reviewing 

customer sentiment for classification. The process for 

sentiment analysis is a structured framework, which 

will be described below: 
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Fig. 1. Statistical representation of count vs rating of 

the raw dataset

 
Fig. 2. Statistical representation of Label vs Count 

showing imbalanced reviews 

A. Data Collection 

Data collection is the first step in sentiment analysis. 

Sentiment for one specific product category will be 

evaluated for the purpose of this research. The product 

pages with some information pertinent to the product, 

including relevant features about that product, 

reviews, and ratings are scanned to extract 

information. In this study, the Health and Personal 

Care reviews dataset from Amazon-reviews-2023, 

Fig. 1, Fig. 2, maintained by the University of 

California San Diego, is used. The dataset is in JSON 

format, therefore containing ten key attributes: rating, 

title, text, image, ASIN, parent_ASIN, user_id, 

timestamp, helpful_vote, and verified_purchase. Only 

columns rated and text will be classified in the 

sentiment classification. The dataset contains 494,121 

reviews, hence providing good factual ground for 

conducting sentiment analysis [19]. 

 

B. Data Preprocessing 

Data preprocessing is one of the most important 

aspects of ensuring the quality and usability of textual 

data for further analysis. In this process, cleansing, 

formatting, and normalization of text are undertaken. 

Sentiment analysis marks the beginning of the story of 

sentiment labeling through a product rating. The class 

imbalance will be sorted by downsampling positive 

reviews while performing upsampling of neutral and 

negative reviews for all product types to achieve a 

relatively balanced dataset. Again, while pre-

processing customer reviews, one needs to very 

carefully dispose of some useless elements such as 

HTML tags, commercials, and inanimate symbols for 

better analysis and faster performance. It contains stop 

words, which do not mean much to the study. To 

combat this, removal of very common stop words like 

"and," "or," "in," "the," and others is performed. 

Lemmatization or stemming is also applied to reduce 

selected words in analysis and, thus, uses normalized 

information. Also, punctuation and special characters 

are removed to standardize the text [20]. 

 

C. Model Training and Evaluation 

On the completion of preprocessing, the dataset is split 

into four-fifths of the data representing training data in 

ratio to the other one-fifth that represents testing data. 

The text data is vectorized by using the techniques of 

Bag-of-Words and TF-IDF. The two methods employ 

establishing the numerical values of textual contents 

by weighing the words based on their relevancy and 

frequency [21]. The three models based on machine 

learning principles mentioned already—Logistic 

Regression, Multinomial Naïve Bayes, and Random 

Forest—are trained on the vectorized data. Cross-

validation is used for fine-tuning different models, 

optimizing hyperparameters for the best possible 

accuracy. To evaluate each model in comparative 

assessment of different performance metrics accuracy, 

precision, recall, and F1-score, can be done to find out 

the best-performing classifier [22]. 

 

D. Model Selection 

It is important to choose the best-fit machine learning 

model such that the resulting sentiment predictions are 

of high accuracy and are reliable. The performance of 

the selected model is gauged using key performance 

metrics and is then put to use to fetch insights from 

customer feedback. The developed model selection 

step optimizes high-dimensional feature spaces and 

eliminates irrelevant features, thereby improving the 

accuracy [23]. To improve the usability of the models  
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Fig. 3. Stages in Sentiment Analysis  

 

trained and the vectorizer, the trained model and 

vectorizer were dumped into a pickle file for further 

use with new data without retraining. Thus, it 

guarantees confirmation of the new tasks for the 

analysis of sentiments [24]. 

 

E. Application to New Data 

Once a robust model has been built and validated, it 

will be employed in the classification of unseen data 

for sentiment analysis. The model generates critical 

information that can convince the business to 

implement changes in product features and customer 

engagement strategies. Beyond e-commerce product 

reviews, sentiment analysis has applications in 

business intelligence, recommendation systems, 

product lifecycle management, market research, and 

public policy analysis [25]. The above-stated 

systematic approach guarantees high scalability for the 

omains where applicable, thus improving the business 

strategy and decision-making framework. The entire 

process of sentiment analysis is illustrated in Fig. 3.  

 

V. VARIOUS MACHINE LEARNING 

APPROACHES 

 

A. Logistic Regression: 

Logistic Regression is a well-established supervised 

classification algorithm for binary classification 

problems. However, a multiclass classification 

scenario can be solved using a generalized logistic 

regression model-multinomial logistic regression [26]. 

In sentiment analysis, logistic regression does so by 

setting up the probabilities that a certain input fits into 

positive, negative, or neutral sentiment categories. 

Bag-of-Words (BoW) representation is one of the 

widely adopted strategies along with Logistic 

Regression, where the words are weighted according 

to features like their frequency and presence in the 

dataset [27]. Such weighted factors allow the model to 

discriminate against different classes of sentiments; 

hence, it improves the prediction reality. Another 

important transformation technique is TF-IDF (Term 

Frequency-Inverse Document Frequency), which 

assists in feature selection by minimizing the effect of 

high-frequency words [28].  

Logistic Regression applies sigmoid activation by 

mapping the input values to a probability distribution 

from 0 to 1, thus often delivering quite effective 

sentiment classification [29]. The classifier 

performance could be improved by hyperparameter 

tuning, where C, namely controlling regularization 

strength is generally observed to be useful in avoiding 

overfitting while maximizing classification accuracies 

[30]. The mathematical formulation of Logistic 

Regression is given by: 

 

 
 

where, n indicates the occurrence probability, βi 

represents regression coefficients, and xi indicates 

explanatory variables. 

Fig. 4 represents confusion matrix for Logistic 

Regression in terms of classification accuracy 

measurement [31]. 

 
Fig. 4. Confusion Matrix for logistic regression 

approach 
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B. Multilinear Naïve Bayes: 

Naïve Bayes is a probabilistic classification algorithm 

used for supervised learning tasks. The algorithm 

stands out when solving problems that derive from 

text, especially the analysis of sentiment. It is founded 

on the basis of Bayes' Theorem through which update 

operations can be easily conducted on known 

probabilities based on new evidence [32]. The Naïve 

Bayes classifier approaches, contrary to Logistic 

Regression that does weight features, assigning equal 

importance to every feature. Such an assumption 

reduces the computational load but may not always 

have their basis on the real-life dataset [33]. 

Multinomial Naïve Bayes is one of the commonly 

used Naïve Bayes models in sentiment analysis in that 

it works with discrete attributes such as word 

frequency counts. Indeed, TF-IDF is the joining 

conversion of text data into numerical features, where 

words with a greater importance to discerning 

sentiment classes have greater weight [34]. In Naïve-

Bayes, a crucial hyperparameter is Alpha(α), which is 

the Laplace smoothing parameter. It minimizes the 

effect of zero probabilities (for example, if any unseen 

words crop up in the test set, it won't necessarily lead 

to the classification errors) [35]. The mathematical 

representation of Bayes’ Theorem for classification is: 

 
where, P(c|x) is the posterior probability, P(x|c) is the 

likelihood, P(c) is the class prior probability, and P(x) 

is the predictor prior probability. 

For text classification, assuming conditional 

independence, the Naïve Bayes classifier calculates 

the probability of a document belonging to a particular 

class as: 

 
where each feature xi (e.g., a word in a document) 

contributes independently to the overall probability 

[36]. 

Even though Naïve Bayes is simple, it is still efficient 

and computationally fast, appropriate for use in large-

scale text data. Its assumption of feature independence 

may limit performance in practice, for instance, when 

some specific words are highly dependent [37].  

 

C. Random Forest:  

Random forests are ensemble learning methods in 

which combinations of several decision trees follow 

classification performance. Random forest model 

training assigns each decision tree for training to be 

based on a random subset of training data selected 

independently. This process provides the model 

generalization properties and assists in overfitting 

reduction [38]. Individual decision trees classify input 

samples independently of each other, and the output of 

the final classification is rendered by a majority vote, 

wherein the class that gets the maximum prediction is 

selected [39]. The main concept here with Random 

Forest is to reduce the variability of overfit against a 

single decision tree, thereby strengthening it. In the 

Random Forest algorithm, randomness is introduced 

by selecting a random subset of features for each tree 

and by the use of bootstrap aggregation (bagging), 

where portions of the dataset are used to train different 

trees [40]. When hyperparameters are adjusted, then 

the Random Forest provides a trade-off between 

accuracy in a classifier and computational efficiency, 

thus working very well with respect to sentiment 

classification tasks [41]. The final prediction H(x) in a 

Random Forest classifier is derived from multiple 

decision trees, using the majority vote rule: 

 

 

where, mode is the majority of the votes and ℎi(𝑥) 

denotes the 𝑖th tree for a review 𝑥. 

This voting mechanism ensures that Random Forest 

classifiers are robust and effective in handling high-

dimensional data and complex feature interactions 

[42]. Refer Fig. 5 for confusion matrix.  

  
Fig. 5. Confusion Matrix for Random Forest approach 

 

VI. RESULTS 

 

After training and testing each of the developed 

machine learning models, several criteria were used to 
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evaluate performance with a view to ascertain the most 

suitable algorithm for sentiment classification in terms 

of accuracy, computational efficiency, and 

generalization ability over both the training and testing 

datasets. Random Forest performed all the models 

with maximum accuracy, and Logistic Regression and 

Naïve Bayes were there to follow. The Logistic 

Regression model applies vectorization to the training 

dataset by each word independently while weighting it 

according to its frequency and significance in the text 

corpus [43]. This method did, in fact, provide good 

information on sentiment trends; however, due to the 

linearity of its decision boundaries, it had to 

compromise a great deal on the complexity of feature 

interactions [44].  

The Naive Bayes model, while simple and fast, 

struggles with feature dependencies, because it makes 

the assumption that words are conditionally 

independent. As a result, it performs worse than 

Logistic Regression and Random Forest for 

classification accuracy [45].  

The Random Forest model, although it is a little more 

expensive computationally, marks higher accuracy 

scores in training and test. The reason is its ensemble 

learning technique, where several decision trees make 

final decisions by means of majority voting. Although 

ensemble models reduce overfitting risks and increase 

generalization by aggregating multiple tree 

predictions, they add to the computational burden of 

training [46]. Another big plus with Random Forest is 

feature selection, which is quite robust in terms of 

being able to capture complex patterns in textual data. 

For training trees, it takes much longer than naive 

Bayes and logistic regression [47]. However, Random 

Forest became the most effective model as it produced 

maximum performance generalization and accuracy 

level. 

The final accuracy results obtained from different 

machine-learning approaches for sentiment 

classification are summarized in Table I. 

 

 

 

 

 

 

 

 

Table I. Accuracy results measured by the various 

Machine Learning model 

 

 

 

 
 

Value of 

Hyper- 

parameter 

Training 

Accuracy 

Testing 

Accuracy 

 

  

0.001 

0.01 

0.1 

1 

10 

0.81188 

0.84035 

0.85217 

0.85820 

0.85997 

0.81102 

0.83580 

0.84175 

0.84104 

0.83924 

 

 

 

 

0 

0.2 0.6 

0.8 

1 

0.82405 

0.82291 

0.82242 

0.82242 

0.82232 

0.81617 

0.81593 

0.81588 

0.81609 

0.81616 

 

  

50 

100 

200 

300 

0.99344 

0.99355 

0.99356 

0.99356 

0.84085 

0.84283 

0.84332 

0.84339 

 

VII. CONCLUSION  

 

As technical advancements are wide and varied, 

augment the scope of sentiment analysis research and 

in industry. The study followed sentiment analysis 

employing several machines learning models, 

assessing the performance across accuracy, 

computational efficiency, and processing time. Such 

text representation schemes as Bag-of-Words and TF-

IDF were examined to benchmark the sentiment-

classification models for predicting sentiment polarity. 

In the evaluation of models, a few key performance 

metrics such as the accuracy score and computational 

time were chosen for determining the best-performing 

algorithm. The overall best-performing algorithm was 

the Random Forest classifier, which narrowly 

outperformed Logistic Regression and Naïve Bayes. 

The weight assigned to a word relative to its frequency 

and its contribution to sentiment weight is referred to 

as text vectorization, which influenced Logistic 

Regression [48].  

Logistic Regression effectively manages the text data 

in binary classification but assumes independence 



© January 2025 | IJIRT | Volume 11 Issue 8 | ISSN: 2349-6002 
 

IJIRT 172427 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 3104 

among the features and ignores the interdependent 

relationships that may exist among features 

concerning complex dependencies between the words 

[49]. It's a fast method, with its independence 

assumption unfortunately taking away its power to 

catch complex relations in textual data. So even 

though Naïve Bayes was reasonably accurate, it could 

not perform as well as the other models did [50]. 

Although Random Forest requires heavy 

computations, it outperforms during training and 

testing. It leverages an ensemble learning method 

wherein predictions are made by combining several 

decision trees together to ensure robustness and less 

likelihood of overfitting [51]. The Random Forest 

model, although time-consuming, achieved an 

accuracy of 84.3%. It was therefore the best classifier 

for sentiment prediction. Naïve Bayes still shows 

reasonable performance; however, Logistic 

Regression with TF-IDF vectorization achieved an 

overall accuracy of 84.1%, closely ranking after the 

Random Forest model. The Naïve Bayes model 

maintained an accuracy of 81.6%, showing its 

usefulness in rapid and scalable text classification 

tasks [52].  

The ensemble learning methods such as Random 

Forest were confirmed to be among the most preferred 

methods in sentiment analysis due to their simplicity, 

robustness, and high accuracy. The research 

emphasizes the basic sciences of model selection in 

conducting sentiment analysis, especially with regard 

to efficiency in terms of computation, easy 

interpretation, and qualitative prediction of the 

analysis in question. The sentences leave much to be 

desired in constructing the paper. One can advance the 

performance of sentiment classification on large-scale 

datasets using advanced algorithms, particularly those 

that possess deep learning architectures, such as 

transformers and recurrent neural networks (RNNs). 
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