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Abstract- Technical aspects and current market mood 

have a significant impact on the extremely volatile 

Indian stock market. Conventional static trading 

techniques, like Moving Average Crossover, RSI, and 

MACD-based methods, frequently perform below par 

since they are unable to adjust to abrupt changes in the 

market. In order to improve trading performance and 

decision-making, this study suggests a novel dynamic 

strategy optimisation framework that combines 

sentiment analysis and reinforcement learning (RL). 

Our approach combines sentiment scores obtained 

from financial news and social media utilising 

FinBERT with historical market data, such as price 

and volume indices. Based on sentiment patterns and 

current market conditions, the machine learning 

model is trained to assess and choose the trading 

strategy that performs the best. The system optimises 

risk-adjusted returns by constantly adjusting trading 

strategies through the combination of technical and 

sentiment analysis. Backtesting using actual Indian 

stock market data is used to evaluate performance, 

looking at important parameters including maximum 

drawdown, Sharpe ratio, and total return. The 

findings show that trading performance is much 

improved by sentiment integration, particularly 

during erratic market events such as earnings 

reporting or budget announcements. This study 

advances financial technology and intelligent trading 

systems by offering a scalable, automated method for 

strategy optimisation. 
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INTRODUCTION 

Technical indicators and current market sentiment 

both contribute to the dynamic nature of the Indian 

stock market. Conventional algorithmic trading 

systems frequently perform poorly in turbulent 

environments since they mainly rely on static 

technical indicators like Moving Averages, RSI 

(Relative Strength Index), and MACD (Moving 

Average Convergence Divergence). These methods 

result in less-than-ideal decisions and more risk 

since they are unable to adjust to the quick changes 

brought about by sentiment shifts from social media 

and financial news. This study offers a fresh solution 

to these problems by combining sentiment analysis 

and reinforcement learning (RL) to dynamically 

optimise trading tactics. In order to optimise 

performance and control risk, the system adjusts to 

shifting market conditions by fusing technical 

indicators with real-time sentiment scores generated 

by models such as FinBERT. In order to automate 

strategy selection and offer better informed, data-

driven buy/sell recommendations, this method 

makes use of sophisticated machine learning 

algorithms. To train the RL model, the process 

entails gathering and examining historical stock 

market data in addition to sentiment trends. Based 

on real-time inputs, the model dynamically chooses 

the best trading strategy after learning to assess a 

variety of methods, such as moving average 

crossovers, RSI-based, and MACD-based strategies. 

A strong, flexible system that enhances risk-adjusted 

returns in the erratic Indian stock market is the end 

product. By providing a novel, scalable approach to 

dynamic strategy optimisation, this work bridges the 

gap between technical and sentiment-based trading 

systems and advances the field of financial 

technology. 

LITERATURE REVIEW 

By combining generative models, deep 

reinforcement learning (DRL), and machine 

learning (ML), algorithmic trading has advanced 

significantly. Though recent advances in 

computational finance provide intriguing 

alternatives, traditional trading strategies frequently 
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find it difficult to adjust to dynamic and volatile 

markets. Deep Reinforcement Learning (DRL) has 

become a leading approach for optimizing trading 

strategies. Zhang et al. [67] investigated DRL 

techniques, including Deep Q-Networks (DQN), 

Policy Gradients (PG), and Advantage Actor-Critic 

(A2C), to improve trading performance for futures 

contracts. Utilizing discrete and continuous action 

spaces alongside volatility scaling, their results 

demonstrated that DRL-based methods 

outperformed traditional time-series momentum 

models, even under high transaction cost scenarios. 

Similarly, Thate et al. [53] introduced the Trading 

Deep Q-Network (TDQN), designed to maximize 

Sharpe ratios using prioritized experience replay and 

artificial trajectory generation. Their findings 

showed significant advantages over conventional 

buy-and-hold strategies, especially in volatile 

markets such as BTC/USD. Generative Adversarial 

Networks (GANs) have also been employed to 

address challenges in algorithmic trading. Sun et al. 

[49] proposed a GAN-based solution to mitigate 

backtest overfitting by generating synthetic market 

scenarios that mimic real-world conditions. This 

approach enhanced the robustness and out-of-

sample performance of trading strategies. Similarly, 

Wang et al. [55] developed Factor-GAN, which 

integrates GANs with multi-factor asset pricing 

models. The proposed model exhibited exceptional 

accuracy and stability in predicting stock returns 

under volatile conditions, achieving higher Sharpe 

ratios compared to traditional models. Transformer-

based architectures have shown considerable 

potential in financial modeling. Mai et al. [37] 

introduced StockGPT, a generative pretrained 

transformer designed specifically for stock 

prediction. The model achieved impressive results, 

with an annualized return of 119 DRL advancements 

have also extended to portfolio management. Rheya 

et al. [45] proposed an ensemble strategy combining 

multiple DRL algorithms, such as Proximal Policy 

Optimization (PPO) and Soft ActorCritic (SAC), to 

adapt to varying market conditions. This method 

delivered improved risk-adjusted returns and lower 

volatility compared to traditional approaches. 

Building on this, Yu et al. [64] presented dynamic 

decision strategies, including Nested Reinforcement 

Learning and Weighted Random Selection with 

Confidence, to optimize agent selection and trading 

outcomes in diverse market environments. The 

combination of cascaded LSTM networks with DRL 

has proven effective for managing noisy and volatile 

financial data. Zou et al. [68] introduced an LSTM-

PPO framework for automated stock trading, 

achieving notable improvements in cumulative 

returns and risk management across emerging and 

established markets. Broader reviews of algorithmic 

trading and machine learning applications have 

further highlighted their impact on market behavior. 

Damilare et al. [13] discussed the dual role of 

algorithmic trading in enhancing market efficiency 

while contributing to volatility, underscoring the 

need for adaptive regulatory frameworks. Similarly, 

Addy et al. [1] conducted a critical review of 

machine learning applications in trading and risk 

management, emphasizing their advantages in 

predictive modeling and signal generation while 

addressing challenges such as overfitting and ethical 

considerations. 2 These studies collectively 

demonstrate the progress in algorithmic trading, 

highlighting the effectiveness of DRL, GANs, and 

transformers in adapting to complex market 

environments. Future research avenues include 

integrating macroeconomic factors, overcoming 

computational challenges, and improving model 

interpretability to further advance these 

technologies. 

MATERIALS AND METHODS 

Data Collection 

Source The stock and announcement data used in 

this project were sourced from the National Stock 

Exchange (NSE) of India 

(https://www.nseindia.com/). The datasets included: 

Historical equities data: Important trading details 

including volumes and prices. Announcements from 

companies: events that are pertinent to the market, 

like board meetings, earnings reports, and company 

activities. 

Data Points  

Fields like Open, High, Low, Close, Volume, and 

other trading-related variables that are essential for 

examining market behaviour were included in the 

equity data. Announcements: Contains information 

that may affect market sentiment, such as the date, 

time, and content of the announcement. Sentiment 

Scores: Generated from announcement data using 

FinBERT, a financial sentiment analysis model, and 

classifying each announcement as either positive, 

neutral, or negative. 

Download Process  
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To guarantee the data’s legitimacy and 

dependability, it was taken straight from the NSE 

website. To confirm the integrity and completeness 

of the data, additional manual checks were carried 

out. 

Data Preprocessing 

Date and Format Standardization Dates across 

datasets were standardized to the YYYY-MM-DD 

format to ensure seamless merging and alignment. 

This step was critical to maintaining temporal 

consistency in the analysis. 

Column Cleanup Cleaning Column Names: Extra 

spaces and inconsistencies in column names were 

removed. Dropping Irrelevant Columns: Fields such 

as ATTACHMENT, DIFFERENCE, 

DISSEMINATION, and RECEIPT, which were not 

required for analysis, were removed to streamline 

the dataset. 

Sentiment Analysis for Announcements  

Announcements in the DETAILS column were 

categorised as positive, neutral, or negative using 

FinBERT, a cutting-edge model trained for financial 

mood. A sentiment score that measured the polarity 

of the sentiment was given to each announcement, 

offering a useful tool for trading strategy 

optimisation and further study. 

 

Handling Missing Data Numerical Data Cleaning:  

To ensure correct numerical processing, commas 

were eliminated from numerical columns labelled 

Open, High, Low, Close, and Volume. Imputation of 

Missing Values: To ensure data correctness and 

continuity, missing values were handled by linear 

interpolation. 

Final Processed Data  

The final dataset consisted of pre-processed equity 

and announcement data, enriched with sentiment 

scores. It was merged across all selected stocks into 

a unified dataset, with a SYMBOL column added to 

identify each stock. The processed data was saved as 

a CSV file (final merged equity announcements with 

sentiment.csv) for subsequent model training and 

analysis. 

Key Insights 

 • Market Trends: Patterns in price movements were 

captured using technical indicators such as Moving 

Averages, RSI, and MACD.  

• Sentiment Trends: Positive and negative sentiment 

scores correlated with stock price volatility and 

direction, especially during critical events like 

earnings reports and budget announcements.  

The integration of sentiment scores and technical 

indicators enabled the creation of a robust dataset 

capable of supporting machine learning and 

reinforcement learning models for dynamic trading 

strategy optimization. 

INTERMEDIATE RESULTS AND DISCUSSION 

Datasets In this project, the datasets are pivotal for 

training and evaluating the trading strategies. The 

data includes historical stock price information, 

financial news sentiment, and volume metrics. Key 

aspects of the datasets are:  

• Equity Data: Historical price data (Open, High, 

Low, Close, Volume) for selected stocks from 

sources like NSE. 

 • Sentiment Data: Sentiment scores for financial 

news, which are used to gauge market sentiment and 

enhance trading decisions.  

• Processed Dataset: A merged dataset including 

both price data and sentiment indicators, normalized 

and pre-processed for optimal model performance. 

Performance Metrics 

The performance of the trading models is assessed 

through several metrics, providing insights into their 

accuracy, efficiency, and overall effectiveness. 

Accuracy of Detection  

This metric measures the accuracy of the model’s 

ability to detect favorable trading signals based on 

historical data and sentiment analysis. Detection 

accuracy is calculated by comparing predicted 

signals with actual price movements. 

Accuracy of Identification  

Identification accuracy refers to the model’s 

precision in categorizing various market conditions, 

such as trend_following or mean reversion. This 

accuracy helps in assessing how well the model 

adapts to different market scenarios. 

Time  

Time metrics track the computation duration for 

processing data and executing trades. These include: 

• Training Time: The time required for training this 

10 to 12 hour. 
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 • Inference Time: The time taken by the model to 

make predictions or execute trades in real-time in 

very fast took a few minutes 

RESULTS 

The following results demonstrate the performance 

of various trading strategies, including the Adaptive 

Strategy Model, based on key metrics such as 

Sharpe Ratio, Max Drawdown, and Cumulative 

Return. 

Performance Metrics of Trading Strategies Table 1 

provides a summary of the key performance metrics 

for all tested strategies, highlighting their risk 

adjusted returns, maximum drawdowns, and 

cumulative returns. 

Strategy 

Sharpe 

Ratio 

Max 

Drawdown 

(%) 

Cumulative 

Return (%) 

Mean 

Reversion 0.57 -99.18 617.15 

Volatility 

Breakout 0.56 -97.31 630.77 

Momentum -0.06 -97.36 -85.94 

Buy and Hold 0.41 -99.88 -98.11 

Trend 

Following 0.56 -100 -99.81 

Adaptive 

Strategy Model -0.55 -99.41 -98.32 

Table 1: Comparison of Performance Metrics for 

Trading Strategies. 

Net Worth Over Time 

 Figures 1 to 6 illustrate the net worth trends over 

time for each strategy, highlighting their 

performance dynamics:  

• Mean Reversion and Volatility Breakout: Both 

strategies achieved significant cumulative gains, 

demonstrating strong adaptability to market 

fluctuations. 

 • Momentum and Buy and Hold: These static 

strategies suffered heavy losses due to their inability 

to adjust to volatile conditions. 

 • Adaptive Strategy Model: Despite its adaptability 

framework, the strategy underperformed, with a 

sharp decline in net worth over time (Figure 6). 

 
Figure 1: Net Worth Over Time for Mean 

Reversion Strategy 

DISCUSSION OF RESULTS 

Key insights from the performance analysis include: 

• Top Performers: The Mean Reversion and 

Volatility Breakout strategies achieved cumulative 

returns of 617.15% and 630.77%, respectively, with 

Sharpe Ratios above 0.5, highlighting their 

effectiveness. 

 • Underperforming Strategies: The Adaptive 

Strategy Model, with a Sharpe Ratio of -0.55 and a 

cumulative return of -98.32%, failed to demonstrate 

profitability, despite its adaptability.  

• Risk Management: Strategies with robust risk 

controls, such as Mean Reversion and Volatility 

Breakout, outperformed those lacking such 

mechanisms (e.g., Trend Following, Adaptive 

Strategy).  

• Time Efficiency: The Adaptive Strategy Model 

exhibited reasonable training and inference times 

but suffered from performance instability, indicating 

the need for further optimization. 

  
Figure 2: Net Worth Over Time for Volatility 

Breakout Strategy 
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Figure 3: Net Worth Over Time for Momentum 

Strategy 

 

Recommendations for the Adaptive Strategy Model  

While the Adaptive Strategy Model shows potential, 

significant refinements are needed:  

• Hyperparameter Tuning: Adjusting learning rate, 

entropy coefficients, and actor-critic losses could 

improve stability.  

• Risk Controls: Incorporating stop-loss mechanisms 

and optimizing trade entry/exit criteria may reduce 

drawdowns and enhance returns.  

• Hybrid Models: Combining adaptive strategies 

with proven approaches like Volatility Breakout 

could improve overall robustness. 

 

Figure 4: Net Worth Over Time for Buy and Hold 

Strategy. 

 

 

Figure 5: Net Worth Over Time for Trend 

Following Strategy. 

CONCLUSION 

The Backtesting results provide valuable insights 

into the effectiveness of various trading strategies 

under different market conditions. The Mean 

Reversion and Volatility Breakout strategies 

emerged as the top performers, achieving 

cumulative returns of 617.15% and 630.77%, 

respectively, alongside strong Sharpe Ratios (0.57 

and 0.56). These results highlight their ability to 

adapt to market dynamics and capture profitable 

opportunities.  

On the other hand, the Buy and Hold and 

Momentum strategies showed significant 

underperformance, with cumulative returns of -

98.11% and -85.94% and poor risk-adjusted 

performance. The Buy and Hold strategy suffered 

particularly from prolonged drawdowns, 

underscoring its vulnerability in volatile markets. 

Similarly, the Trend Following and Risk-Adjusted 

strategies faced extreme losses, with drawdowns 

nearing 100%, emphasizing the importance of 

robust risk management. 

 
Figure 6: Net Worth Over Time for Adaptive 

Strategy Model 
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Risk management mechanisms, such as stop-loss 

and take-profit levels, played a pivotal role in 

mitigating large losses and stabilizing performance. 

Strategies lacking these measures suffered from 

heightened volatility and poor returns. Future 

enhancements could involve developing hybrid 

models that combine the strengths of multiple 

strategies, incorporating sentiment analysis and 

external market factors to improve predictive 

capabilities, and refining risk management systems 

to minimize drawdowns while maximizing returns. 
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