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Abstract—Water quality is critical for public health and 

environmental safety, necessitating effective monitoring 

methods. This study presents a methodology for 

predicting river water quality using integrated 

geospatial and statistical approaches. High-resolution 

satellite imagery, turbidity data from USGS Earth 

Explorer, and hydrological features extracted from 

QGIS, such as NDWI, were used to train a Random 

Forest model. The model demonstrated high accuracy in 

predicting water quality across diverse conditions. 

Spatial distribution of predictions was visualized in 

QGIS for intuitive interpretation. This framework 

showcases the effectiveness of combining remote sensing, 

GIS, and machine learning for scalable and efficient 

water quality assessment. 
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I. INTRODUCTION 

 

Monitoring water quality in riverine systems is 

essential for managing water resources and 

safeguarding public health. This study aims to predict 

turbidity levels in the Godavari River, a major water 

source in India, using satellite remote sensing and 

machine learning techniques. The Normalized 

Difference Water Index (NDWI), derived from the 

Green and Near-Infrared (NIR) bands of satellite 

imagery, is used to assess variations in water surface 

characteristics over time. 

Ground truth turbidity data (measured in NTU) serves 

as the target variable for model validation. A Random 

Forest model was trained using Delta NDWI as the 

primary feature to predict turbidity levels, achieving 

promising results. Model performance was evaluated 

using Mean Absolute Error (MAE) and R² metrics, 

demonstrating a strong correlation between Delta 

NDWI and turbidity fluctuations. This study 

highlights the potential of Delta NDWI as a remote 

sensing index for water quality monitoring and 

suggests further enhancements through additional 

swater quality indices and advanced machine learning 

techniques. 

1.1 Study Area 

Godavari River The Godavari River, one of India's 

longest rivers, flows through Maharashtra, Telangana, 

Andhra Pradesh, Chhattisgarh, and Odisha, ultimately 

draining into the Bay of Bengal. It serves as a vital 

water source for agriculture, industry, and drinking 

purposes. However, pollution from agricultural runoff, 

industrial discharge, and domestic waste threatens its 

water quality. Monitoring water quality is crucial for 

sustaining the river ecosystem and ensuring safe water 

resources. 

 
Fig1.1:Study area of Godavari River 

1.2 Methodology Flowchart 

 
Fig1.2: Block diagram 
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II. LITERATURE SURVEY 

 

Water quality prediction is critical for environmental 

monitoring, impacting public health, agriculture, and 

ecosystems. Machine learning (ML) techniques have 

been widely applied to enhance predictive accuracy, 

particularly for parameters such as pH, dissolved 

oxygen (DO), biochemical oxygen demand (BOD), 

chemical oxygen demand (COD), turbidity, and 

conductivity. 

 

Random Forest in Water Quality Prediction 

Random Forest (RF), an ensemble learning method, 

has demonstrated superior predictive performance in 

various studies. 

 
Fig-2 Godavari river 

 

III. NDWI AND WATER QUALITY ANALYSIS 

 

3.1NDWI and Water Quality Analysis 

The Normalized Difference Water Index (NDWI) is a 

widely used remote sensing index for detecting and 

monitoring water bodies. Calculated using the 

reflectance values from the Green and Near-Infrared 

(NIR) bands, NDWI helps distinguish water surfaces 

from land and vegetation. 

 
FIG:3.1 NDWI Calculation Illustration 

3.2Delta NDWI for Water Quality Assessment 

Delta NDWI (ΔNDWI) represents the temporal 

difference between NDWI values at two distinct time 

points, enabling the analysis of water quality changes, 

particularly turbidity variations. Turbidity, a key water 

quality parameter, influences light penetration and 

aquatic ecosystems. 

 
Fig 3.2 Godavari River (USGS) 

3.3Methodology for Delta NDWI Analysis 

1. Data Collection – Acquiring satellite imagery 

(Landsat/Sentinel) and ground truth turbidity 

data. 

2. Preprocessing – Atmospheric corrections and 

NDWI computation for different time periods. 

3. ΔNDWI Calculation – Computing changes in 

NDWI values to assess water clarity variations. 

4. Machine Learning Modeling – Using Random 

Forest (RF) to predict turbidity based on ΔNDWI. 

5. Evaluation – Model performance assessed using 

Mean Absolute Error (MAE) and R² metrics. 

 

IV. DATA PROCESSING 

 

4.1 Raster Data Processing (QGIS & Python) 

Satellite Imagery Preprocessing – Landsat/Sentinel 

images were corrected for atmospheric effects, and 

Green & NIR bands were extracted for NDWI 

calculation. 

ΔNDWI Computation – The temporal difference 

between NDWI values was calculated to analyze water 

quality changes. 

4.2 Ground Truth Data Preprocessing 

Data Collection – Turbidity values (NTU) were 

gathered from in-situ measurements. 

Data Cleaning – Missing values were handled, and 

datasets were aligned with ΔNDWI values for 

consistency. 

4.3 Feature Extraction 
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Key Feature Selection – Mean, standard deviation, and 

min/max ΔNDWI values were extracted as predictors 

for machine learning. 

Normalization – Features were scaled to ensure 

uniformity across data inputs. 

4.4 Data Splitting for Model Training 

Training & Testing Sets – Data was split (80%-20%) 

to evaluate model performance, ensuring robust 

validation. 

 
Fig:4.1 Raster Data Design 

 

V. MODELLING APPROACH 

 

Random Forest was chosen as the preferred model for 

turbidity prediction in the Godavari River due to its 

ability to handle non-linearity, robustness to noise, 

interpretability, and ease of implementation. 

Compared to Linear Regression, SVM, ANN, and 

GBM, RF provides a reliable and computationally 

efficient solution for predicting water quality using 

remote sensing data. Future work could involve 

integrating additional machine learning techniques, 

such as hybrid models combining RF  

with deep learning approaches, to further enhance 

predictive performance. 

 
Fig 5.1 Regressor Models 

5.1 Random Forest For Turbidity Prediction 

This straightforward approach helps determine 

whether a significant linear relationship exists 

between Delta NDWI and turbidity, providing 

valuable insights into the feasibility of using remote 

sensing data for water quality prediction.  

 
Fig:5.2 Combined Turbidity 

 

VI. RESULTS AND DISCUSSION 

 

6.1 Delta NDWI Visualization  

The Delta NDWI (ΔNDWI) serves as an indicator of 

water quality changes over time. For this project, 

ΔNDWI values were calculated as the difference 

between NDWI measurements taken from two time 

periods, allowing for a visual assessment of changes in 

the Godavari River’s water content and turbidity.  

 
Fig:6.1 Delta NDWI Visualization 

 

6.2 Predicted vs. Actual Turbidity  

After training the Random Forest model using Delta 

NDWI as the predictor, the model’s predictions for 

turbidity were compared with actual turbidity 

measurements (in NTU) from the ground truth data.  

Scatter Plot of Predicted vs. Actual Turbidity  

A scatter plot comparing predicted and actual turbidity 

values was generated to evaluate model performance 

visually. 
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Fig:6.2 Scatter Plot of Predicted vs. Actual Turbidity 

 

6.3 SHAP VALUE IMPACT 

SHapley Additive exPlanations (SHAP) is a powerful 

interpretability technique used to analyze feature 

contributions in machine learning models. In this 

study, SHAP was implemented to understand the 

impact of Delta NDWI (ΔNDWI) and other features 

on turbidity prediction using the Random Forest 

model. The SHAP diagram provides a visual 

representation of feature importance, showing how 

each variable influences the model's predictions. 

Higher SHAP values indicate a greater contribution of 

a specific feature to the predicted turbidity levels. By 

leveraging SHAP, we identified that ΔNDWI plays a 

crucial role in water quality prediction, reinforcing its 

effectiveness as a remote sensing-based indicator. This 

implementation enhances model transparency, helping 

stakeholders interpret and trust the predictions for 

environmental monitoring. 

 
Fig 6.3: Feature importance of SHAP 

VI. CONCLUSION 

 

The research took a systematic approach to predict raw 

water quality by carefully choosing essential features 

for accurate estimations. Seven different regression 

models were tested, each showing diverse 

performances. The SHAP analysis revealed crucial 

features influencing accurate predictions in the 

Random Forest model, while Lime offered specific 

explanations, making the model's decisions easier to 

understand. Overall, this comprehensive approach not 

only improved prediction accuracy but also provided a 

deeper understanding of key features, making the 

models more reliable for assessing raw water quality. 
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