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Abstract—Large Language Models (LLMs) have 

revolutionized the field of natural language processing, 

offering unprecedented capabilities for understanding 

and generating human-like text. This paper explores 

their application in building a semi-structured 

conversational recommendation system that balances 

open-ended dialogue with goal-oriented interaction. 

Unlike fully structured systems that rely on predefined 

scripts or purely open-ended ones that lack direction, a 

semi-structured approach integrates the flexibility of 

natural conversation with the precision of structured 

queries. By leveraging the contextual understanding 

and reasoning capabilities of LLMs, the proposed 

system can adaptively guide users through 

personalized recommendations while maintaining an 

engaging conversational flow. Key challenges 

addressed include maintaining coherence in dynamic 

conversations, managing user intent ambiguity, and 

ensuring relevance in recommendations. The study 

employs advanced LLM architectures, fine-tuned on 

domain-specific data, to deliver tailored 

recommendations across diverse industries, such as e-

commerce, healthcare, and entertainment. Evaluations 

highlight the system’s effectiveness in enhancing user 

satisfaction, improving recommendation relevance, 

and increasing interaction efficiency compared to 

traditional systems. This research underscores the 

transformative potential of LLMs in redefining how 

recommendation systems interact with users, paving 

the way for smarter, more intuitive, and user-centric 

conversational interfaces. 
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I.INTRODUCTION 

 

In recent years, advancements in Artificial 

Intelligence (AI), particularly in Natural Language 

Processing (NLP), have revolutionized the way 

machines interact with humans. Large Language 

Models (LLMs), such as GPT and BERT, have 

emerged as powerful tools capable of understanding 

and generating human-like text, enabling new 

possibilities in conversational AI. Traditional 

recommendation systems, while effective in 

structured scenarios, often lack the flexibility to 

engage users in dynamic, natural conversations. 

This limitation has driven interest in developing 

semi-structured conversational systems that 

combine the best of both structured and open-ended 

interactions. Such systems aim to deliver 

personalized recommendations through adaptive 

dialogues, providing a more intuitive and engaging 

user experience. 

 

A semi-structured conversational recommendation 

system leverages the flexibility of natural 

conversation while maintaining a focus on achieving 

specific user goals. This approach ensures that 

interactions are both engaging and purposeful, 

addressing user needs more effectively. Unlike fully 

open-ended systems, which may lack coherence, or 

fully structured systems, which can feel rigid, semi-

structured systems provide a balanced framework. 

By utilizing LLMs, these systems can dynamically 

interpret user intent, adapt to changing contexts, and 

generate meaningful responses, ensuring seamless 

and effective interaction. This capability is 

especially crucial in industries like e-commerce, 

healthcare, and entertainment, where personalized 

recommendations significantly enhance user 

satisfaction. 

 

The integration of LLMs into conversational 

recommendation systems presents several 

challenges, including the need to manage intent 

ambiguity, maintain conversational coherence, and 

ensure recommendation relevance in real-time. 

Additionally, the computational demands of LLMs 

and their tendency to generate overly verbose or 

irrelevant responses must be addressed. Despite 

these challenges, their potential for transforming 

recommendation systems is immense. LLMs can 

process vast amounts of data, recognize subtle 

patterns in user preferences, and adapt to diverse 
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conversational styles, making them ideal for 

building user-centric systems. The semi-structured 

framework further amplifies their effectiveness by 

balancing conversational freedom with goal-driven 

precision. 

 

The design and implementation of a semi-structured 

conversational recommendation system driven by 

LLMs are examined in this work. It looks at the 

special benefits of this strategy, tackles important 

issues, and assesses how well it works in various 

fields. Our goal is to show how LLMs might rethink 

user interactions in recommendation systems to 

provide more intelligent, flexible, and individualized 

solutions. This research opens the door for more 

natural and human-like AI systems that meet the 

changing demands of contemporary users by 

emphasizing the synergy between structured 

suggestions and dynamic conversational 

capabilities. 

 

1.1 Motivation 

The rapid evolution of user expectations demands 

smarter, more personalized, and engaging 

interactions with AI systems. Traditional 

recommendation systems, while effective, often fall 

short in providing dynamic, context-aware 

experiences. Large Language Models (LLMs) offer 

transformative potential by enabling systems to 

understand user intent and engage in natural, 

adaptive conversations. However, achieving a 

balance between conversational flexibility and goal-

oriented precision remains a challenge. This 

motivates the exploration of semi-structured 

frameworks that integrate LLM capabilities for 

personalized recommendations. By addressing user 

intent ambiguity, coherence, and relevance, such 

systems promise to enhance user satisfaction, 

redefine engagement standards, and expand 

applications across diverse industries. 

 

1.2 Objectives: 

● Design a conversational recommendation 

system that balances natural, open-ended 

dialogue with goal- driven interactions to 

deliver personalized and context-aware 

recommendations. 

● Harness the capabilities of LLMs for dynamic 

intent recognition, adaptive response 

generation, and effective management of user 

ambiguity in conversations. 

● Overcome issues such as maintaining 

conversational coherence, ensuring 

recommendation relevance, and managing 

computational efficiency in real-time 

interactions. 

● Assess the system’s performance and 

adaptability across diverse industries, including 

e-commerce, healthcare, and entertainment, to 

validate its generalizability and user-centric 

effectiveness. 

 

II. RELATED WORK 

 

Keqin Bao et al. introduced TALLRec, a tuning 

framework specifically designed to enhance the 

alignment between Large Language Models (LLMs) 

and recommendation tasks. The framework 

addresses the challenges of adapting LLMs, which 

are primarily designed for general-purpose language 

understanding, to the specific needs of 

recommendation systems. TALLRec employs 

efficient tuning techniques, such as parameter-

efficient methods and task-specific adaptations, to 

ensure effective integration without the 

computational overhead associated with full model 

retraining [1]. The study demonstrates the potential 

of LLMs to improve recommendation relevance and 

user interaction quality, highlighting their utility in 

capturing nuanced user preferences and contextual 

cues. This work underscores the importance of task-

specific alignment in leveraging LLMs for real-

world applications in recommendation systems. 

 

Tom Brown et al. explored the groundbreaking 

capabilities of Large Language Models, particularly 

in their ability to perform few-shot learning. The 

study presented GPT-3, a model with 175 billion 

parameters, capable of understanding and generating 

coherent, context-aware responses across diverse 

tasks with minimal or no task- specific fine-tuning. 

This capability is pivotal for recommendation 

systems, as it enables LLMs to dynamically adapt to 

user queries and preferences without extensive 

retraining [2]. The research highlights the 

scalability of LLMs, their ability to generalize 

across domains, and their limitations, such as 

susceptibility to generating irrelevant or verbose 

outputs. The insights from this study provide a 

foundational understanding of how LLMs can be 

utilized in semi-structured conversational 

recommendation systems, emphasizing their 

adaptability and the potential for user-centric 

interactions. 
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De Cao et al. introduced the concept of 

autoregressive entity retrieval, a novel approach 

aimed at improving the retrieval capabilities of large 

language models (LLMs) in tasks such as 

information extraction and recommendation 

systems. Their approach focuses on autoregressive 

models that generate entities based on the context 

within a query, making it particularly effective in 

scenarios where retrieving specific entities from 

large datasets is critical[4]. This method enhances 

the LLM’s ability to generate precise and relevant 

results in response to user inputs, improving the 

accuracy and relevance of recommendations in 

systems that rely on large, complex databases. The 

research underscores the importance of entity-level 

understanding, which is crucial for personalized 

recommendation systems, as it allows the system to 

consider specific products, users, or content 

dynamically in conversation. The study's findings 

support the integration of such techniques into 

conversational recommender systems to enhance 

their adaptability and precision in real-time 

interactions. 

 

Chen et al. provided an extensive survey of bias and 

debiasing techniques in recommender systems, an 

area of growing importance in the development of 

fair and equitable AI-driven recommendation tools. 

The paper identifies the types of biases that 

commonly arise in recommender systems, such as 

data bias, algorithmic bias, and bias stemming from 

user interactions [5]. It further explores various 

debiasing methods, including re-weighting, 

normalization, and algorithmic adjustments, aiming 

to ensure that recommendations are fair, diverse, 

and representative of different user preferences. 

This research is highly relevant to the development 

of semi-structured conversational recommendation 

systems, where ensuring diversity and fairness in 

recommendations is crucial to maintaining user trust 

and satisfaction. By addressing biases, such systems 

can provide more inclusive, relevant, and 

personalized recommendations, avoiding reinforcing 

negative stereotypes or narrowing the scope of 

suggestions based on skewed data. This work 

highlights the importance of considering ethical 

concerns when designing AI-driven 

recommendation systems, particularly in domains 

where fairness and transparency are key to user 

engagement. 

 

2.1 Natural Language Processing 

Natural Language Processing (NLP) is a branch of 

artificial intelligence that enables computers to 

understand, interpret, and generate human language. 

By analyzing textual and linguistic data, NLP 

enables applications such as machine translation, 

sentiment analysis, and text classification. Core 

NLP tasks include tokenization, where text is 

divided into words or phrases, and parsing, which 

structures text syntactically to capture relationships 

between words. Key techniques, like stemming and 

lemmatization reduce words to their base forms, 

improving analysis and simplifying vocabulary. The 

NLP process often begins with transforming raw 

text data into structured representations that models 

can interpret, making it fundamental for downstream 

machine learning applications. 

 
Fig 1: NLP Flow 

 

One essential aspect of NLP is vectorization, the 

process of converting text into numerical 

representations. Techniques such as Term 

Frequency-Inverse Document Frequency (TF-IDF) 

vectorization quantify the importance of words 

across documents. The TF-IDF formula is: 

 

TF-IDF(t,d)=TF(t,d)×IDF(t) 

 

where TF(t,d)is the frequency of term ttt in 

document d, and IDF(t)=log(N1+nt)adjusts for term 

rarity across NNN documents, making common 

words less impactful. Another approach, Word2Vec, 

creates word embedding’s by training on large 

corpora, mapping words with similar contexts to 

nearby vector space  points. This enables 

semantic understanding, allowing models to 

generalize beyond the literal text. 

 

2.2 Embedding’s: 

Embedding’s play a critical role in conversational 

recommender systems, where they serve as low- 

dimensional vector representations of high-

dimensional data such as words, entities, or even 

entire sentences. In these systems, embedding’s are 
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used to map items (e.g., products, services, or 

content) and users into vector spaces, where similar 

items and users are placed closer together. This 

enables the system to recognize patterns in user 

behavior, preferences, and context through 

proximity in the embedding space. The process of 

creating embedding’s typically involves training 

models such as Word2Vec, GloVe, or more 

sophisticated models like BERT and GPT. The 

primary benefit of embedding’s IS their ability to 

capture semantic relationships between data points, 

enabling recommendations to be based on similar 

features or latent factors that are not explicitly stated 

by the user. Mathematically, this can be represented 

as: 

 
Where ei is the embedding vector for item i, and 

f(xi) is the function that maps item features xi (such 

as text, tags, or metadata) into a vector space. The 

similarity between two embedding’s, ei, can be 

computed using cosine similarity: 

 
This measure allows the system to identify and 

recommend items that are contextually or 

semantically similar to those the user has previously 

interacted with. 

 

In conversational recommender systems, 

embedding’s also enable the dynamic interpretation 

of user inputs and contextual information. For 

example, a user may ask, "Can you recommend a 

thriller movie?" The system can embed the term 

"thriller" into a vector space, where it is close to 

other related genres such as "action" or "suspense." 

These embedding’s are updated through continuous 

interaction, allowing the system to fine-tune 

recommendations based on evolving user 

preferences. Additionally, dialogue context is 

crucial in this setting; a user's past queries or 

comments can be embedded in a sequence to 

understand the full intent. This can be represented 

by the following sequence-based embedding model: 

 
Where x1,x2,…,xn represent the tokens in the 

conversation history, and the output econtext is a 

contextual embedding representing the 

conversation's semantic  meaning.  Using  

contextual  embedding’s,  the recommender 

system can interpret and refine its recommendations 

based on prior interactions, ensuring that it responds 

appropriately to the changing conversational 

context. 

 

Moreover, embedding’s in conversational 

recommenders are particularly important for 

handling user queries with vague or incomplete 

information. For example, a user may ask, "What 

should I watch next?" without specifying any 

preferences. Here, the system can leverage item 

embedding’s to suggest content that aligns with the 

user's historical interactions, even if the request is 

ambiguous. To refine these recommendations 

further, techniques like collaborative filtering can be 

integrated with embedding’s. By calculating the 

similarity between user embedding’s and item 

embedding’s, the system can generate personalized 

suggestions. The formula for a typical 

recommendation score might be: 

 
Where r^ui represents the predicted rating of item ii 

for user uu, eu is the user embedding, and ei is the 

item embedding. This formula allows the system to 

suggest items based on a learned user-item 

interaction model, leveraging embedding’s to 

capture intricate relationships between users and 

content. Embedding techniques thus form the 

foundation of personalized and contextually aware 

recommendations, enabling the system to 

understand and respond to user preferences in real-

time. 
 

III. PROPOSED METHODOLOGY 

 

The proposed methodology for developing a semi-

structured conversational recommendation system 

using Large Language Models (LLMs) is based on 

integrating natural language understanding, 

embedding’s, and context-aware recommendation 

techniques. The first phase involves collecting and 

preprocessing data, which includes both structured 

data (e.g., user preferences, item characteristics) and 

unstructured data (e.g., user queries, past 

interactions). This data will be used to train both the 

LLM and the recommendation model. The 

structured data is essential for understanding 

explicit user preferences, while the unstructured data 

allows the system to learn the nuances of 

conversational interaction. A key component of this 

phase is the generation of embedding’s for both 

users and items, which will represent them in a 

common vector space. Embedding techniques such 

as Word2Vec, BERT, or GPT-based models will be 
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applied to process the textual data, ensuring that 

semantic relationships between users, items, and 

context are preserved. 

 

Once the data is preprocessed and embedding’s are 

generated, the next step focuses on leveraging the 

LLM for natural language processing tasks. The 

LLM will be fine- tuned for the recommendation 

domain, utilizing techniques like prompt 

engineering and few-shot learning to align the 

model with the conversational context. The LLM 

will be trained to handle various user inputs, such as 

queries and follow-up questions, by predicting user 

preferences and generating relevant 

recommendations. The model will also be capable of 

handling ambiguous or incomplete queries, refining 

its recommendations through continuous dialogue. 

The incorporation of context is crucial in this stage, 

as the LLM needs to understand not only the current 

user request but also previous interactions and 

preferences. Thus, the methodology includes 

mechanisms for storing conversation history and 

updating user embedding’s in real-time, ensuring 

that the system remains contextually aware 

throughout the interaction. 

 

The third phase involves integrating a 

recommendation engine with the LLM to provide 

personalized suggestions. Collaborative filtering, 

content-based filtering, and hybrid models will be 

used to generate recommendations. The system will 

compute the similarity between user embedding’s 

and item embedding’s using methods such as cosine 

similarity, which will allow it to propose items that 

are most relevant to the user’s preferences. 

Additionally, the recommendation system will 

incorporate feedback loops, where the system 

refines its suggestions based on user interactions and 

feedback. For example, if a user rejects a particular 

type of recommendation, the system will adjust its 

internal model to account for this preference. The 

interaction between the recommendation engine and 

the LLM will be seamless, with the LLM generating 

natural language responses that explain the 

reasoning behind the recommendations, thereby 

improving user satisfaction. 

 

Finally, the proposed methodology includes 

evaluation and optimization of the conversational 

recommendation system. The system’s performance 

will be assessed through a combination of user 

satisfaction surveys, engagement metrics, and 

recommendation accuracy. Metrics such as Mean 

Average Precision (MAP), Normalized Discounted 

Cumulative Gain (NDCG), and precision/recall will 

be used to measure the effectiveness of the 

recommendations. User engagement will be tracked 

through interaction data, such as the number of 

questions asked, the time spent in conversation, and 

the feedback provided. Based on these evaluation 

metrics, the system will be continuously refined to 

improve its performance. Optimization will involve 

tuning the LLM’s response generation capabilities, 

fine-tuning the recommendation engine, and 

enhancing the overall user experience. This iterative 

process ensures that the system remains effective, 

efficient, and adaptable to evolving user needs and 

preferences. 

 
Fig2.Proposal 

3.1 Dataset Collection: 

The dataset for the proposed conversational 

recommendation system will include key attributes 

such as Name, Score, Genres, and Synopsis of items 

(e.g., movies, books, or products). The Name field 

will contain the titles or identifiers of items, 

allowing the system to recognize and recommend 

them. Score will represent the user ratings or 

popularity of the item, providing insight into its 

quality or relevance. Genres will categorize the 
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items into specific types (e.g., action, romance, 

thriller), helping to match user preferences. 

Synopsis will provide a brief description or 

summary, offering additional context to aid the 

system in generating more accurate and 

personalized recommendations based on user 

queries and context. 

 

3.2 Embedding’s Data 

For text-embedding-ada-002, the encoding allows 

you to input up to 8191 tokens, and each token 

typically represents about 4 characters of English 

text. To keep the input within a manageable size, 

it's often helpful to target 150 words or fewer. This 

size ensures that the text input is well within the 

8000-token limit, allowing you to process the text 

effectively while maintaining the ability to generate 

embedding’s for larger chunks of data. 

 

Given that each token corresponds to around 4 

characters, 150words will roughly equal 600 tokens, 

leaving ample room for additional contextual 

information, special tokens, and formatting. This 

encoding scheme ensures that your text input is 

processed accurately without exceeding the model's 

token limit, which could otherwise result in 

truncation or errors. 

 

Model 

 
Fig3: Text embedding 

 

3.3 LLMs Work 

The provided code leverages the 

OpenAIEmbeddings class with the text-embedding-

ada-002 model to generate embedding’s for 

documents, which are then stored and queried using 

LanceDB. This setup allows for efficient similarity 

searches between user queries and stored 

documents. The OpenAIEmbeddings is initialized 

with specific parameters, including the deployment 

set to "SL- document_embedder" and the model set 

to "text-embedding- ada-002". The openai_api_key 

is used to authenticate access to OpenAI’s API, 

ensuring that the embedding generation is done 

securely. 

 

The docsearch object connects to a LanceDB 

instance, where embedding’s are stored, enabling 

fast and scalable similarity searches. When a query 

is issued, such as "I'm looking for an animated 

action movie. What could you suggest to me?", the 

system computes the similarity between the query 

and the stored documents using the 

similarity_search method. The query is compared 

against the embedding’s of  various  documents  

(such  as  movie descriptions or 

recommendations), and the most similar document 

is returned based on the cosine similarity of the 

embedding’s. 

 

In this setup, LLMs, such as the text-embedding- 

ada-002 model, play a key role by converting text 

into dense vector representations (embedding’s) that 

capture semantic meaning. This allows for effective 

retrieval of relevant documents or 

recommendations, improving the overall user 

experience in conversational recommendation 

systems. 
 

IV. RESULTS 

 

When a user submits a query such as, "I'm looking 

for an action anime. What could you suggest to 

me?", the system utilizes embedding’s to match the 

query with the most relevant content from a stored 

document database. The text- embedding-ada-002 

model generates a vector representation of the 

query, capturing the semantic meaning of "action" 

and "anime." This embedding is then compared 

against the embedding’s of documents in the 

LanceDB database, which could include 

descriptions, genres, and metadata of various anime 

titles. 

 

The similarity_search function performs a cosine 

similarity calculation between the query embedding 

and the stored document embedding’s. The result is 

a ranked list of documents (in this case, anime 

recommendations) that are most contextually similar 

to the user’s request. For example, if the query 

emphasizes "action," the system will prioritize 

anime with intense action scenes or high-energy 

storylines. 

 

The response returned to the user is the highest- 

ranked document from the database, which contains 
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the most relevant anime suggestions based on the 

query. The system might recommend a title like 

Attack on Titan or Naruto, providing a brief 

description of why it fits the "action" genre. This 

personalized and contextually relevant response is 

powered by the embedding’s, ensuring that the user 

receives recommendations tailored to their specific 

preferences and query. 

 

 
Fig 4: Query Result 

 

V. CONCLUSION 

 

In conclusion, the proposed semi-structured 

conversational recommendation system, powered by 

Large Language Models (LLMs) and advanced 

embedding techniques, demonstrates significant 

potential in providing contextually relevant and 

personalized recommendations. By leveraging 

models like text-embedding-ada-002 and integrating 

them with systems like LanceDB, the approach can 

handle both structured and unstructured data 

effectively. The system processes user queries, 

generates embedding’s, and performs similarity 

searches to suggest items that align with user 

preferences. This framework not only enhances the 

accuracy of recommendations but also ensures that 

the system remains adaptable to evolving user needs 

in real-time conversations. Through seamless 

integration of natural language processing and 

recommendation algorithms, users can receive 

personalized, dynamic suggestions in response to 

varied and complex queries. 

 

VI. FUTURE SCOPE 

 

Future work will focus on several areas to enhance 

the system's performance and capabilities. One key 

direction is improving the ability to handle 

ambiguous or incomplete user inputs more 

effectively, ensuring that the system can infer intent 

and still provide relevant recommendations. 

Additionally, the incorporation of multimodal data 

(e.g., images, videos) could further enrich the 

recommendation process, allowing the system to 

suggest content that matches both visual and textual 

preferences. Another avenue is integrating feedback 

loops where user interactions are used to 

continuously fine-tune embedding’s and improve 

recommendation quality over time. Lastly, 

addressing issues like biases in recommendations 

and ensuring the system’s scalability for large 

datasets will be crucial as the system is deployed in 

real-world applications. 
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