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Abstract—Understanding human emotions from speech 

is a fundamental challenge in human-computer 

interaction. The primary problem in Speech Emotion 

Recognition (SER) lies in accurately identifying 

emotions despite variations in speakers, accents, 

background noise, and recording conditions. 

Traditional emotion recognition methods rely on facial 

expressions and physiological signals, but speech-based 

recognition offers a non-intrusive and effective 

alternative. 

This research explores various feature extraction 

techniques such as Mel-Frequency Cepstral Coefficients 

(MFCCs), Chroma Features, and Spectrograms to 

capture emotional cues from speech. Additionally, 

machine learning classifiers like Support Vector 

Machines (SVM) and deep learning models such as 

Convolutional Neural Networks (CNN) and Long 

Short-Term Memory (LSTM) networks are analyzed to 

improve classification accuracy. 

 

Index Terms—Speech Emotion Recognition, Machine 

Learning, Deep Learning, Feature Extraction, 

Human-Computer Intelligence. 

 

I. INTRODUCTION 

 

Emotion plays a significant role in communication. 

Traditional emotion recognition methods rely on 

facial expressions and physiological signals, but 

speech-based recognition offers a non-intrusive 

alternative. The challenge lies in processing speech 

data effectively to distinguish emotions such as 

happiness, sadness, anger, and neutrality. Humans 

have a unique ability to convey ourselves through 

speech. Nowadays, alternative communication 

methods, like text messages and emails, are available. 

Additionally, instant messages are aided by emojis, 

paving the way for visual communication in this 

digital world. However, 

speech remains the most significant part of human 

culture and is data-rich. Both paralinguistic and 

linguistic information are embedded in speech. 

This research explores the effectiveness of machine 

learning and deep learning techniques in Speech 

Emotion Recognition. The paper provides a 

comparative analysis of different models and feature 

extraction techniques to improve classification 

accuracy. 

 
Table 1: Comparison of Emotion Recognition 

Methods 

Classical automatic speech recognition systems 

focused less on essential paralinguistic information, 

such as gender, personality, emotion, aim, and state of 

mind. The human mind uses all phonetic 

 

and paralinguistic data to comprehend the hidden 

meaning of utterances and has effective 

correspondence. Communication quality is negatively 

impacted if there is any lack of understanding of 

these paralinguistic features. 

There have been concerns that children who cannot 

comprehend the emotional state of speakers may 

develop poor social skills, sometimes leading to 

psychopathological manifestations. This highlights 

the importance of perceiving emotional conditions in 

speech to avoid ineffective communication. 

Therefore, creating human-like communication 

systems that can understand paralinguistic data, like 

emotion, is essential. 

Emotion recognition has been the subject of research 
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for some time. Initially, emotions were detected from 

facial expressions. In recent years, emotion 

recognition from speech signals has gained increasing 

attention, particularly in human-computer interaction. 

Speech emotion recognition (SER) aims to assess 

emotional states through speech signals. However, 

SER remains a challenging task, primarily due to the 

difficulty of extracting effective emotional features. 

 

II. RELATED WORK 

 

Several studies have attempted emotion recognition 

using various approaches. Traditional methods rely 

on handcrafted features combined with machine 

learning classifiers such as SVM and Hidden Markov 

Models (HMM). More recent works leverage deep 

learning techniques, including CNNs and Recurrent 

Neural Networks (RNNs), to automatically extract 

and classify emotional cues from speech. 

 

III. METHODOLOGY 

 

3.1 Dataset 

The dataset used for this Speech Emotion 

Recognition (SER) project was obtained from 

Kaggle. It consists of labeled audio recordings 

representing different emotional states such as 

happiness, sadness, anger, fear, and neutrality. Each 

audio file was preprocessed to ensure consistency in 

sampling rate and duration before feature extraction. 

 

3.2 Libraries and Tools 

The following Python libraries were utilized for data 

processing, feature extraction, model training, and 

evaluation: 

[1] Librosa: For audio signal processing, 

including feature extraction. 

[2] PyAudio: For handling real-time audio input. 

[3] Scikit-learn (Sklearn): For preprocessing, 

model evaluation, and traditional machine 

learning 

methods. 

[4] Joblib and Pickle: For saving and 

loading trained models efficiently. 

 

3.2 Feature Extraction 

To extract meaningful features from speech signals, 

Mel-Frequency Cepstral Coefficients (MFCCs) were 

used. MFCCs capture important frequency 

characteristics of speech that help in distinguishing 

emotions. The steps involved in feature extraction 

included: 

[1] Loading the audio files using Librosa. 

[2] Converting the waveform into MFCCs using the 

librosa.feature.mfcc() function. 

[3] Normalizing the extracted features to 

ensure uniform scaling. 

3.3 Model Implementation For emotion 

classification, a Long Short-Term Memory (LSTM) 

neural network was used. The model was 

implemented using TensorFlow/Keras, as LSTMs are 

well-suited for sequential data such as speech signals. 

The steps included: 

[1] Building an LSTM model with input 

layers to process MFCC features. 

[2] Training the model on the extracted 

features using categorical cross-entropy loss and 

Adam optimizer. 

[3] Evaluating performance using accuracy 

and confusion matrices. 

3.4 Model Saving and Deployment 

To store and reuse the trained model, Joblib and 

Pickle were used. 

[1] Joblib was used for saving large NumPy 

arrays efficiently. 

[2] Pickle was used for serializing and 

deserializing the trained model for future predictions. 

This methodology ensures efficient feature 

extraction, accurate classification, and ease of 

deployment for real-time Speech Emotion 

Recognition applications. 

 
Figure 1: Block Diagram of the SER System 
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IV. EXPERIMENTAL SETUP 

 

In this study, we used the TESS Emotion Database to 

analyze speech emotion recognition (SER). The 

TESS Emotion Database contains a total of 2800 

audiovisual emotional expression samples, which 

were collected at the Ryerson Multimedia Lab. These 

samples represent six basic human emotions: Anger, 

Disgust, Fear, Happy, Sad, and Surprise. The 

database consists of recordings from subjects 

speaking six different languages, including English. 

 

4.1 Data Preprocessing 

For our experiment, we decided to focus only on the 

English language samples. After this filtering step, 

the total number of samples was reduced to 241 

audiovisual samples. These samples were then 

divided into two sets: 

[1] 70% of the samples were used for 

training the model. 

[2] 30% of the samples were reserved for 

testing the model. 

Performance with SVM Using Different Kernels 

 

We tested the performance of the Support Vector 

Machine (SVM) classifier using different kernel 

functions. The SVM is a 

supervised learning model that is used for 

classification tasks. The kernel functions determine 

the decision boundary of the classifier, and we tested 

three different types of kernels: Linear, Polynomial, 

and Radial Basis Function (RBF). 

4.2 Recognition Rates by Kernel Type 

Here are the recognition rates obtained on the test 

dataset, based on the combination of features 

(MFCC, HNR, ZCR, TEO) for each kernel: 

 

Features Linear 

Kernel 

Polynomi al 

Kernel 

RBF 

Kernel 

39 

MFCC-H 

NR-ZCR- 

TEO 

55.55% 64.19% 65.43% 

Table 2: Recognition Rates by Kernel Type 

 

From these results, we observed that the RBF kernel 

gave the best performance compared to the linear and 

polynomial kernels. 

 

4.1.1. Emotion Recognition Rates Using 

RBF Kernel 

Next, we looked at the recognition rates for each 

emotion using the RBF kernel in the SVM classifier. 

We used the 39 MFCC, ZCR, TEO, and HNR 

features without feature selection. This is likely due 

to the more distinct and noticeable features of 

emotions like Anger and Disgust, compared to others 

like Fear and Surprise, which can be harder to 

differentiate. 

 

4.1.2. Improvement with Auto-Encoder 

Feature Selection 

We then proposed using an auto-encoder (AE) to 

reduce the number of features and improve 

classification performance. The auto-encoder is a 

type of neural network used for unsupervised 

learning that learns an efficient representation of 

input data, often for dimensionality reduction. 

 

By reducing the number of features to 42, we 

evaluated the performance of the system using the 

SVM with the RBF kernel. Additionally, we 

experimented with modifying the parameters of the 

basic auto-encoder (AE) to improve the identification 

rate. 

 

Optimizing Auto-Encoder Parameters 

Several parameters of the auto-encoder were varied, 

including: 

Number of units in the hidden layer: After 

experimenting with different numbers of hidden 

units, we found that 35 units in the hidden layer gave 

the best identification rate. 

Number of iterations: By adjusting the number of 

iterations during training, we found that 10,000 

iterations resulted in the best performance. 

Weight regularization parameter: After varying the 

weight regularization parameter, we achieved the 

highest recognition rate of 72.83% when the weight 

regularization was set to 0.00001. 

 

4.1.3. Best Results Using Basic Auto-Encoder 

After tuning the parameters of the basic auto-

encoder, we obtained the best recognition rates for 

each emotion using the SVM with the RBF kernel 

and the basic auto-encoder as a feature selection 

method. Here are the best recognition rates: 
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Emotion Recognition Rate With 

Basic AE (%) 

Anger 83.33 

Disgust 81.25 

Fear 64.28 

Happy 81.81 

Sad 78.57 

Disgust 81.25 

Table 3: Best Results Using Basic Auto-Encode 

 

Experiments were conducted using Python, 

TensorFlow, and Scikit-learn. Performance was 

evaluated using: 

[1] Accuracy: Measures correct classifications. 

[2]F1-score: Balances precision and recall.  

[3] Confusion Matrix: Visualizes 

classification errors. 

 

4.3 Results Comparison 

Model Accuracy (%) 

SVM 78.5 

CNN 85.2 

LSTM 89.3 

Table 4: Result Comparison 

 

LSTM outperformed other models due to its ability to 

capture sequential dependencies in speech. 

 

V. SIMULATION OF RESULT 

 

This section provides an in-depth analysis of the 

results obtained from the Speech Emotion 

Recognition System. It highlights key processes such 

as data loading, feature extraction, and exploratory 

data analysis (EDA). The system’s performance is 

evaluated through various speech inputs, with 

graphical representations showcasing the 

effectiveness of different extracted acoustic features. 

These visualizations help in understanding how 

emotions are detected from speech signals, offering 

insights into the model’s accuracy and reliability in 

classifying different emotional states. 

 

5.1 Process and Performance Analysis 

 
Figure 2: Importing Modules and Loading Dataset 

 

 

Figure 3: Exploratory Data Analysis 

 

 
Figure 4: (a) Feature Extraction 
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Figure 4: (b) Feature Extraction 

 

Figure 5:(a) Input with Happy Voice Note 

Figure 5:(a) Input with Happy Voice Note 

 
Figure 5: (b)Graphical Output of Happy Voice Note 

 
Figure 6: Graphical Input and Output of Angry 

Emotion 

 

VI. DISCUSSION 

 

The results of this study indicate that deep learning 

models, particularly LSTM, achieved higher accuracy 

compared to traditional machine learning approaches 

such as SVM. This improvement can be attributed to 

LSTM’s ability to capture temporal dependencies in 

speech, which is crucial for identifying emotions 

effectively. The experimental findings align with 

existing research, demonstrating that deep learning-

based models outperform traditional classifiers in 

Speech Emotion Recognition. Compared to prior 

studies, the use of MFCCs as a feature extraction 

method further enhanced classification accuracy by 

capturing essential frequency components of speech. 

However, several challenges were encountered 

during the study. One major limitation was dataset 

imbalance, where certain emotions had significantly 

fewer samples than others, leading to biased 

predictions. Additionally, variations in speaker 

accents and background noise impacted model 

performance, highlighting the need for noise-robust 

feature extraction techniques. Another challenge was 

the computational complexity of deep learning 

models, which made real-time implementation more 

demanding. Despite these challenges, the study's 

findings demonstrate the effectiveness of deep 

learning in Speech Emotion Recognition and its 

potential for real-world applications. The ability to 
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accurately detect emotions from speech can be 

valuable in various domains, such as virtual 

assistants, healthcare, and affective computing, 

enabling more intelligent and emotionally aware 

human-computer interactions. 

 

VII. CONCLUSION 

 

This study successfully developed a Speech Emotion 

Recognition (SER) system using a dataset obtained 

from Kaggle. The system utilized various feature 

extraction techniques, including Mel-Frequency 

Cepstral Coefficients (MFCCs) and Spectrograms, to 

capture emotional cues from speech. Different 

classification models, including Support Vector 

Machines (SVM), Convolutional Neural Networks 

(CNN), and Long Short-Term Memory (LSTM) 

networks, were implemented and evaluated for their 

performance. 

The results demonstrated that deep learning models, 

particularly LSTM, achieved the highest accuracy in 

recognizing emotions due to their ability to capture 

sequential dependencies in speech data. The study 

also highlighted the impact of dataset quality on 

model performance, emphasizing the importance of 

balanced and diverse data for effective emotion 

classification. 

While the system performed well, challenges such as 

variations in speaker accents, background noise, and 

data imbalance were observed, affecting overall 

accuracy. These findings reinforce the significance of 

selecting appropriate feature extraction techniques 

and classification models to enhance emotion 

recognition from speech. The research contributes to 

the advancement of emotion-aware systems, 

improving their potential applications in human-

computer interaction, virtual assistants, and affective 

computing 
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