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This project presents a Disease Detection System that 

predicts the likelihood of diseases based on user-reported 

symptoms rather than traditional diagnostic tests. 

Developed using Python and Flask for backend 

processing and HTML, CSS for the frontend, the system 

provides an interactive web-based platform for users to 

assess their health status.The system evaluates symptoms 

related to Diabetes, Heart Disease, Kidney Disease, and 

Liver Disease, referencing World Health Organization 

(WHO) guidelines for accuracy. Users input their 

symptoms through the website, and the system processes 

this data using predefined criteria stored in files. If the 

symptoms match a disease profile, the system notifies the 

user of a potential risk and strongly recommends 

consulting a medical professional. Otherwise, it reassures 

the user that no detected disease matches their symptoms. 

This approach provides a quick, accessible, and 

preliminary health assessment tool, helping users take 

early action based on their symptoms. However, the 

system is not a replacement for professional medical 

diagnosis and should only be used as an initial guidance 

tool. 
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I. INTRODUCTION 

 

This project is a human disease detection system that 

leverages machine learning algorithms in the 

backend and provides a user-friendly interface using 

HTML and CSS in the frontend. The system focuses 

on predicting common diseases such as Diabetes, 

Heart Disease, Kidney Disease, and Liver Disease. 

Users input their diagnosis result through an intuitive 

web interface. The machine learning models analyse 

this input data to detect the likelihood of a specific 

disease. If the model detects a high probability of 

disease, it alerts the user and advises consulting a 

healthcare professional for further diagnosis. The 

combination of machine learning and a clean, 

responsive frontend design ensures accurate disease 

detection while making the interaction easy and 

accessible for users. After analysing the data, the 

system provides instant feedback. If a disease is 

detected, the system alerts the user and 

recommending consultation with a healthcare 

provider for further evaluation. For a negative 

prediction, the system assures the user that no 

significant risk has been detected but advises regular 

health monitoring. 

 

The scope of this disease detection system is highly 

expandable, with significant potential for future 

enhancements. As the system evolves, more diseases 

such as cancer, respiratory diseases, neurological 

disorders, and mental health conditions can be 

incorporated into the machine learning models to 

broaden the range of detectable conditions. 

Additionally, integrating chatbots powered by 

natural language processing (NLP) can enhance user 

interaction by providing instant answers to health-

related queries, offering personalized advice, and 

guiding users through symptom reporting. 

Furthermore, a booking system could be introduced 

to allow users to seamlessly schedule appointments 

with doctors or specialists directly through the 

platform, ensuring quick and easy access to 

healthcare services. These features would transform 

the system into a holistic health management tool, 

making it not only a disease detection platform but 

also a complete telemedicine solution. 

 

The main motivation to do this project is that, after 

suffering from some symptoms or after getting the 

results of the diagnosis test results, it is really tough 

to get an appointment from hospital to consult a 

doctor on the spot. Even after waiting so long in 

waiting room to get an appointment some people 

don’t get appointment. It’s really a waste of time. It’s 

is really difficult when it comes to kids and old age 

people. So this website helps to find out which 

disease they are suffering from. Or whether they are 

actually suffering from that disease or not. 
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Traditional diagnostic systems rely on healthcare 

professionals to manually analyse diagnostic test 

results, which can be time-consuming. Automated 

systems using machine learning (ML) algorithms 

have been developed to analyse diagnostic data, 

providing faster and more accurate results. Machine 

learning has been extensively applied in disease 

detection, with various algorithms like logistic 

regression, decision trees, support vector machines, 

and neural networks being used to analyse diagnostic 

data. These models demonstrate the potential of ML 

to analyse complex diagnostic data, improving the 

accuracy and speed of disease detection. In some 

existing systems it can only detect one disease. Either 

it can be any disease among heart disease, kidney 

disease, diabetes, liver disease, which they were 

given already. Thus, the current design falls short in 

offering a holistic view of the user's health, 

necessitating an evolution towards a more integrative 

and multi-disease diagnostic approach. 

 

II. EXISTING SYSTEM 

 

Traditional diagnostic systems rely on healthcare 

professionals to manually analyse diagnostic test 

results, which can be time-consuming. Automated 

systems using machine learning (ML) algorithms 

have been developed to analyse diagnostic data, 

providing faster and more accurate results. Machine 

learning has been extensively applied in disease 

detection, with various algorithms like logistic 

regression, decision trees, support vector machines, 

and neural networks being used to analyse diagnostic 

data. These models demonstrate the potential of ML 

to analyse complex diagnostic data, improving the 

accuracy and speed of disease detection. In some 

existing systems it can only detect one disease. Either 

it can be any disease among heart disease, kidney 

disease, diabetes, liver disease, which they were 

given already. Thus, the current design falls short in 

offering a holistic view of the user's health, 

necessitating an evolution towards a more integrative 

and multi-disease diagnostic approach.  

 

III. PROPOSED WORK 

 

The proposed system is an advanced human disease 

detection platform that utilizes machine learning 

algorithms to diagnose multiple diseases, including 

Diabetes, Heart Disease, Kidney Disease, and Liver 

Disease, from user-inputted diagnosis results. Unlike 

existing systems that focus on diagnosing a single 

disease, this system offers a comprehensive 

evaluation, allowing users to input symptoms for 

various conditions simultaneously. By leveraging a 

diverse set of publicly available datasets for training, 

the platform can provide accurate predictions while 

minimizing biases. The user-friendly interface, built 

using HTML and CSS, enhances accessibility and 

encourages user engagement. Furthermore, 

integrating features such as chatbots will facilitate 

real-time communication, answering user queries 

and guiding them through the symptom reporting 

process. Additionally, the system will include an 

appointment booking feature, enabling users to 

schedule consultations with healthcare professionals 

directly through the platform. This holistic approach 

aims to transform the system into a comprehensive 

health management tool, providing timely insights 

and facilitating early medical intervention while 

addressing the limitations of current diagnostic 

systems. 

 
Fig . 1 

 
Fig- 2. Use Case Diagram 

 

Data Collection: Involves gathering relevant 

healthcare data and disease-related datasets (e.g., 

from WHO or public databases) to train the machine 

learning models.  
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The datasets used in this project are collected from 

Kaggle. Four different datasets Heart, Kidney, Liver, 

Diabetes consists of 1100,1200,30000,1000 data 

records respectively  

 

Data Preprocessing: This step includes cleaning the 

data by handling missing values, normalizing 

features, and transforming categorical data into 

numerical form to ensure consistent and accurate 

input for the model.  

 

In real-world datasets, missing values can cause 

problems, especially when training machine learning 

models. Although most disease datasets are well-

structured, some feature values may be missing. For 

missing feature values, we used statistical methods 

such as the median to replace missing values This 

approach ensures the integrity and reliability of the 

dataset for training and testing purposes.  

 
Fig 6.1 Sample Heart Data 

 
Fig 6.1.2 Sample Diabetes Data 

 
Fig 6.1.3 Sample Kidney Data 

 
Fig 6.1.4 Sample Liver Data  

 

Model Selection: Choosing the appropriate machine 

learning algorithm (e.g., logistic regression, decision 

trees, random forest) based on the dataset and the 

problem requirements to achieve the best prediction 

accuracy.  

In this project we selected the random forest 

classifier algorithm to build the models .As it is the 

best suite for this problem requirements and it gave 

better results when compared to other models.  

 

Training and Testing: The selected model is trained 

on a portion of the dataset and tested on a separate 

subset to evaluate its performance, adjusting 

hyperparameters as needed to optimize accuracy and 

minimize errors. The split percentage we used for 

training and testing the model is 80% for training and 

20% for testing.  

 

Model Integration: Once the model is trained and 

tested, it is integrated into the system's backend (e.g., 

using Flask) to process user inputs and provide real-

time disease predictions on the platform.  

 

IV. RANDOM FOREST 

 

Random Forest is a popular machine learning 

algorithm that belongs to the supervised learning 

technique. It can be used for both Classification and 

Regression problems in ML. It is based on the 

concept of ensemble learning, which is a process of 

combining multiple classifiers to solve a complex 

problem and to improve the performance of the 

model.  

As the name suggests, "Random Forest is a classifier 

that contains a number of decision trees on various 

subsets of the given dataset and takes the average to 

improve the predictive accuracy of that dataset." 

Instead of relying on one decision tree, the random 

forest takes the prediction from each tree and based 

on the majority votes of predictions, and it predicts 

the final output.  
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Fig – 4. Random Forest Classifier Architecture 

 

The working of Random Forest Classifier involves 

several steps, from receiving the input data to 

generating the final output. The brief overview of 

Random Forest Algorithm is given below:  

 

Data Preparation: The algorithm begins with 

preparing the dataset, ensuring that it is in a suitable 

format for training. Random Forest can handle both 

categorical and numerical features.  

 

Building Decision Trees: Random Forest consists of 

a collection of decision trees. Each tree is built using 

a random subset of the training data, selected through 

a process called bootstrap aggregating or "bagging." 

This means that for each tree, a random sample of the 

original data is taken, with replacement. The 

sampling process ensures diversity among the trees. 

 

Random Feature Selection: At each node of a 

decision tree, a random subset of features is 

considered for determining the best split. Rather than 

using all the available features, this random selection 

helps to decorrelate the trees and prevent a single 

dominant predictor from overpowering the entire 

forest. The number of features considered at each 

split is typically the square root of the total number 

of features. 

 

Growing Decision Trees: Each decision tree is grown 

using a process known as recursive partitioning. 

Starting with the root node, the algorithm selects the 

best feature and split point to divide the data. The 

splitting criteria can vary, but common ones include 

Gini impurity and information gain for classification 

tasks, and mean squared error or mean absolute error 

for regression tasks. The process is repeated 

recursively for each child node until a stopping 

criterion is met, such as reaching a maximum depth 

or a minimum number of samples in a leaf node. 

Combining Predictions: Once all the decision trees 

are built, predictions are made for a given input by 

each tree. In classification tasks, the class with the 

majority of votes from the trees is assigned as the 

final prediction. In regression tasks, the average or 

median of the predicted values is taken as the final 

prediction.  

 

V. RESULT AND ANALYSIS 

 

Key Observations are CNN performed best for 

image-based datasets (Lung Cancer),Random Forest 

& SVM provided high accuracy for structured 

datasets. Faster and more efficient than traditional 

manual diagnosis. Real-Time Testing (Case Studies) 

 

Test Case 1: Correctly identified heart disease risk 

based on blood pressure & cholesterol. 

 

Test Case 2: Accurately classified a diabetic patient 

as low-risk for complications. Challenges & 

Limitations of Data Imbalance affects model 

fairness. Generalization Issues for diverse 

populations. Real-time Data Integration (IoT & 

sensors) needed for better performance. 

 
Fig – 5. Performance Metrics 

 

Comparison of the proposed method with other 

methods 

The proposed system is an advanced human disease 

detection platform that utilizes machine learning 

algorithms to diagnose multiple diseases, including 

Diabetes, Heart Disease, Kidney Disease, and Liver 

Disease, from user-inputted diagnosis results. Unlike 

existing systems that focus on diagnosing a single 

disease, this system offers a comprehensive 

evaluation, allowing users to input symptoms for 

various conditions simultaneously. By leveraging a 

diverse set of publicly available datasets for training, 

the platform can provide accurate predictions while 

minimizing biases.  
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VI. CONCLUSION 

The disease detection system developed in this 

project effectively utilizes machine learning 

techniques, specifically Random Forest classifiers, to 

provide timely predictions for major diseases, 

including Diabetes, Heart Disease, Kidney Disease, 

and Liver Disease. By enabling users to input their 

diagnostic data, the system offers immediate 

feedback, allowing individuals to identify potential 

health issues and seek medical consultation without 

unnecessary delays.  

 

Throughout the development process, we focused on 

ensuring high accuracy and reliability of the       

model, achieving impressive performance metrics. 

The 80:20 split of the dataset for training and testing 

has proven effective in validating the model's ability 

to generalize to unseen data, which is crucial for its 

practical application in real-world scenarios. The 

system not only assists in early disease detection but 

also empowers users to take proactive steps towards 

their health, which can lead to better medical 

outcomes.   

 

Looking ahead, there are several opportunities for 

future enhancements. These include expanding the 

range of diseases covered, integrating a more user-

friendly interface, and incorporating additional 

features such as personalized health advice based on 

the prediction results. Additionally, leveraging larger 

and more diverse datasets could further improve the 

model’s accuracy and robustness.  

  

In conclusion, this project demonstrates the 

significant potential of machine learning in 

healthcare, providing a foundation for further 

exploration and development in the field of early 

disease detection. The system stands as a valuable 

tool for individuals seeking to monitor their health 

proactively, ultimately contributing to enhanced 

awareness and prevention of critical health 

conditions. 
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