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Abstract - Floods are one of the most common natural
disasters that often occur and cause serious damage to
property, agriculture, economy and life. Flood
forecasting presents a major challenge for researchers
who have been battling against forecasting floods for a
long time. The flood prediction model was proposed
using federal learning techniques which ensures data
protection, guarantees data availability, promises data
security, and predicts flooding by banning data
transferred over the network for model training. Flood
Forecasting Model (FFM) is the most advanced machine
learning technology (ML) that conducts ding tests.
Federal Learning technology seeks training local data
models in the field instead of sending huge data records
to central servers for local models aggregation and
training, it focuses on transferring these local models
within the network server. This proposed model
integrates a local training models data segregated from
eighteen clients investigation at which station flooding is
about to happen and generates flood alarms at a 5-days
lead time. Local models of Feed Forward Neural
Networks (FFNN) are trained at client stations where
tides were expected. The flood forecasting module of the
local FFNN model predicts the expected water level by
taking several regional parameters as inputs. Data
records for five different rivers and barrels were
collected between 2015 and 2021 and took into account
which includes four aspects such as rainfall-runoff,
snow melting, hydrodynamics and flow routing. The
proposed flood forecasting model predicted that previous
floods in selected zones occurred with an accuracy of
849% from 2010 to 2015.

Key Words: Feed Forward Neural Networks(FFNN),
Federal learning, Flood Forecasting Model,
Hydrodynamics, Machine Learning.

1. INTRODUCTION

The escalating frequency of natural and man-made
disasters, including floods, has driven a global
concern. Rising flood risks attributed to hydrological
extremes, urbanization, and climate change pose
severe threats to life, infrastructure, and economies.
Developing  countries are  disproportionately

affected, with floods causing casualties and
economic crises. As climate change intensifies,
floods become more frequent and intense. The need
for accurate flood prediction systems has grown to
mitigate impacts. Conventional methods, including
statistical techniques, have struggled to provide
precise predictions due to complex environmental
factors. Machine learning (ML) offers promise, but
data privacy and security concerns hinder its
effectiveness. This article introduces a novel flood
forecasting model using federated learning,
addressing data privacy concerns while enhancing
prediction accuracy.

2. LITERATURE SURVEY

In recent years, the proportion of humans caused by
nature and humans has been increasing in the world
[1]. In Hydrodynamic Modelling (Patro et al.,
2009),This study focused on simulating flood
behavior in large rivers using limited hydrological
data. The authors used hydrodynamic models to
predict river flows and flood patterns, which helped
understand the physical process of water movement.
Theoretical contribution: Accurate flood prediction
requires modeling real-world conditions such as
water flow, rainfall, and snowmelt. Global flood risk
has raised due to hydrological extremities, increased
urbanization and global warming [2].

Floods are devastating natural disasters that result in
severe life losses, significant destruction of
infrastructure, agriculture and downfall of overall
socioeconomic system of a country. Floods are
common in all parts ofthe world but their intensity
vary from region to region. Flood Causes and Socio-
Economic Impact (Rahman & Shaw, 2015) examined
natural and social causes of floods in the Hindu Kush
region. It emphasized the role of rapid urbanization,
poor drainage, and climate change in increasing flood
frequency. Theoretical contribution: Understanding
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flood causality is crucial for developing effective and
timely flood warning systems[3].In developing
countries, flood occurrences inflict countless
casualties every year and cause cruel economic
crises, rising pecuniary problems [4].

Global temperature escalation resulting in overall
climate change cause an increased rate of snow
melting and precipitation due to which floods are
becoming more frequent and intense [5]. Figure 1
shows that frequency of flood occurrence in Pakistan
is higher than other natural disasters [6]. Floods have
been observed to outnumber at all other calamities
happened in the South Asian countries during 2021
[7]. In the face of escalating threats posed by floods
to both human life and economic infrastructure,
governments are in critical need of reliable predictive
systems to enable timely and effective interventions

[8].

Despite numerous  global and regional
methodologies, models, and strategies proposed for
flood prediction, the inherent complexity of this
natural  disaster has impeded  substantial
improvements in accuracy [9]. Flood Forecasting
Using Deep Learning (Gude et al., 2020) This paper
presented a deep learning framework for accurate
flood prediction under uncertainty. It focused on
combining multiple parameters and using past
weather data to improve prediction. Theoretical
contribution: Deep learning models can reduce error
margins in complex environmental forecasting.
Established statistical methods such as climatology
average method (CLIM), flood frequency analysis
(FFA), Bayesian forecasting models (BFM), and
artificial neural networks (ANN) have utilized
complex mathematical expressions to represent flood
causing physical processes[10-11].

Federated Learning for Secure Model Training
(Tehseen et al., 2021) introduced federated learning
(FL) as a method for training ML models across
distributed data sources without sharing raw data. It
resolved concerns around privacy, latency, and data
ownership in disaster prediction systems. Theoretical
contribution: FL allows collaborative model training
across decentralized systems while preserving data
privacy[12-13]. Artificial Neural Network for Storm
Surges (Kim et al., 2016) proposed an ANN-based
model to forecast storm surge effects on coastal
flooding in real-time. The model effectively captured
short-term changes in water levels and demonstrated

improved accuracy over traditional methods.
Theoretical contribution: Neural networks can model
nonlinear and complex environmental relationships
better than rule-based systems[14].

The advent of machine learning (ML) has
significantly advanced flood prediction systems by
offering enhanced performance and cost-effective
solutions. Hydrologists increasingly favor ML
methods, seeking more accurate and efficient
prediction models through novel ML techniques and
hybridization of existing ones [15-16]. However,
ML's dependency on extensive data for model
training poses challenges, as concerns related to data
privacy, security, and regulatory restrictions hinder
data sharing among authorities [17-18].Traditionally,
flood forecasting systems have employed centralized
setups, concentrating both the prediction model and
data in a single location for training before
dissemination to all clients. Despite its convenience,
this approach introduces latency, connectivity issues,
and potential security and privacy risks [19-20].
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3. PROBLEM STATEMENT

Nowadays, machine learning or deep learning
algorithms are dependent on dataset for training a
model and this dataset has to upload to centralized
server from local machines through internet and this
data uploading may take huge network delay or
latency for upload and this data will get exposed to
centralized server and data security will be breached
and due to network latency we may see delay in
response also. In some natural disaster scenarios like
earthquake, floods, storm we need to have quick
predicted response so government or peoples can
take necessary action on time.

4. EXISTING SYSTEM

We know that machines or deep learning algorithms
rely on data sets for teaching models, this data set
should be loaded on the centralized server of local
computers through the Internet, and this data
download may require a huge download or delay,
which is exposed to the centralized server and
delayed network delayed. You can also see a
response delay. In some scenarios of natural
disasters, such as storms, such as storms that need to
have a quick predictable answer for earthquakes,
floods, governments and people to take necessary
measures for the time.

Disadvantages:

Network latency delays predictions.
Data security risks arise.

Delayed quick disaster responses.
Dependency on quality data.
Limited real-time response.

VVVYYVYYV

5. PROPOSED SYSTEM

In propose work author applying Federated Learning
for flood forecasting which allow local machines to
train a model on local data and then upload only
trained model to centralized server for global training
and this technique avoid dataset upload which
remove all existing barriers such as Latency, data
breached and security.

Local machine or centralized servers just have to take
test data for prediction so network response and
prediction will be quick.Federated learning (FL) is
incorporated into flood forecasting in the proposed
framework to moderate worries about information

security and upgrade prediction accuracy. FL keeps
up with information classification while empowering
neighborhood associations to make models with their
information by decentralizing model training.

The total Flood Forecasting Model (FFM), which can
expect flood events with expanded accuracy and lead
time, is then made by conglomerating these confined
models. The framework takes utilization of FL's
ability to deal with an assortment of datasets from
different geological regions, representing differences
in provincial hydrological conditions and natural
factors. This strategy works on the precision of flood
gauges as well as permits proactive ways to deal with
catastrophe the executives that are redone for specific
locales.

Advantages:

Local data training efficiency.
Data privacy maintained.
Reduced network latency.
Enhanced data security.
Faster prediction responses.

YV VYV VYV

6. SYSTEM ARCHITECTURE

The flood forecasting system configuration utilizes
an organized information and model evaluation
process. Flood information is preprocessed first. The
dataset contains training and test sets for model
structure and validation. A Feed Forward Neural
Network (FFNN) and 2D Convolutional Neural
Network (CNN2D) are prepared to deal with
fluctuated flood information spatial and worldly
properties. Below mentioned diagram is an outline of
the proposed architecture:
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Fig -1: System Architecture

IJIRT 175651 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 3497




© April 2025 | JIRT | Volume 11 Issue 11 | ISSN: 2349-6002

This architecture aims to enhance the accuracy of
flood predictions by considering  multiple
hydrological factors and their complex interactions.

7. METHODOLOGY

Step 1: Dataset and Preprocessing

The project begins with the collection and use of a
flood dataset. Although the original dataset used by
the author was not available online, the Kerala flood
dataset from Kaggle was used as a substitute. This
dataset includes parameters such as monthly rainfall
and corresponding water levels.

The preprocessing module handles missing values,
normalizes data, and shuffles the entries to ensure
that the model is trained on a balanced and clean
dataset. Preprocessing is a vital step in preparing the
data for better model performance.

Step 2: Training and Testing Split

Once preprocessed, the dataset is split into training
(80%) and testing (20%) sets. The training data is
used to build and train the machine learning models,
while the test data is used to evaluate their
performance in predicting future water levels.

Step 3: Feed Forward Neural Network (FFNN)

The core predictive model used in the proposed
methodology is the Feed Forward Neural Network
(FFNN). This model processes the input features
through multiple layers and adjusts weights based on
training performance. FFNN is selected for its
simplicity and effectiveness in modeling time-based
predictions such as water level trends. The model is
trained using learning rate and multiple epochs, and it
selects the best weights based on minimum error and
highest prediction accuracy.

Step 4: Federated Learning Framework

In this setup, 18 local stations (representing different
river locations) train their FFNN models
independently using their local datasets. Instead of
uploading the entire dataset to a central server, only
the trained models are transmitted. The central server
aggregates these models to create a stronger global
model, reducing latency and enhancing privacy.

This federated approach allows predictions to be
made locally and quickly. It also supports timely
alerts to authorities with a lead time of 5 days,
helping in early preparedness and response.

Step 5: Extension Using CNN2D

To improve prediction accuracy, the methodology
also explores an extension model using
Convolutional Neural Network 2D (CNN2D).
CNNZ2D is known for capturing spatial patterns more
effectively. When compared to FFNN, CNN2D
showed higher accuracy and lower error rates (MSE
and RMSE), proving to be a better alternative.

Step 6: Final Prediction and Deployment

After model training, the best-performing models
(FFNN or CNN2D) are uploaded to the centralized
server. Using test data, the models predict future
water levels, which helps generate flood alerts. The
complete application is designed as a Windows-
based GUI system, enabling easy model upload and
testing functionalities.

Step 7: Performance Evaluation

The system includes an accuracy comparison module
that graphically displays the performance of both
algorithms. The CNN2D model, due to its deep
learning structure, demonstrates higher accuracy and
lower error values compared to the traditional FFNN.

8. MODULES

Propose work consists of following modules

» The first step is onsite training and transmission
of local data models using regional datasets towards
central server for model aggregation.

» The next step, global model is trained based on
local modes that calculates multiple parameters and
predicts the client station where flood is about to
happen with 5 days lead time.

» In the last step, local feed forward neural network
(FFNN) model is trained on that specific client
station to calculate expected water level and inform
authorities for taking necessary actions regarding
flood preparedness, mitigation and recovery.

Preprocessing data

l

Building model

l

Training

l

Testing

Fig -2: Module Implementation
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In propose work author using 18 stations or rivers
dataset to train FFNN algorithm locally and then
report trained model to centralized server for global
updates. Author has not published dataset on internet
so we are using KERALA flood dataset from
KAGGLE website. In below screen we are showing

dataset details.
a2
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KERALA. I 44.7.51.6,160. 166.9, 48.6
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KERALA, 1911,
KERALA,1912,19.1
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Fig -3: Data Set

In above dataset screen first row represents dataset
column names and remaining rows represents dataset
values where dataset has recordings of monthly
rainfall and last column contains Water Level and
based on predicted water level authorities will inform
citizens about flood.

We have designed this application as Window based
project as this project has to upload trained model to
centralized and JUPYTER will not give flexibility of
model upload to server so we designed as window
based application.

To implement this project we have designed

following modules

» Upload Flood Dataset: using this module we
will upload, read and display dataset to
application

» Pre-process Dataset: using this module we will
remove missing values, normalized and shuffle
the dataset values.

» Train & Test Split: used to split dataset into train
and test where application using 80% dataset for
training and 20% for testing.

» Run Feed Forward Neural Network: this module
used to trained FFNN algorithm by using train
data as input and this trained model can be
applied on test data to calculate prediction
accuracy.

» Run Extension CNN2D Algorithm: this module
used to trained CNN2D algorithm by using train
data as input and this trained model can be
applied on test data to calculate prediction
accuracy.

» Upload Federated Model to Server: using this
module locally trained models can be upload to
centralized servers for global updates.

» Accuracy Comparison Graph: can be used to
plot comparison graph between propose FFNN
and extension CNN2D.

» Flood Forecasting using Test Data: can be used
to upload test data and then extension model will
predict water level which help in knowing flood
conditions.

9. RESULTS

1. First double click on ‘runServer.bat’ file to start
centralized server and get below output.

Sefect CiWindows|syten3Ziamd e -l

2. In above screen Centralized server started and now
let it run and then double click on ‘run.bat’ file to
start client which will train model locally by
uploading local dataset and get below output.

FiMt: Hood Foecasting Mook Usng Fecerated Leaning -olEl

Upload Flovd Dataset Proprocess Dataset | Train d et Sl Ran Feed Forvard Neseal Netwark

Run Extension CNNID Algociten Uphead Federated Model 1o S

Accuracy Comparissn Graph Floed Farecsing wsing Test Dats
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3. In above screen click on ‘Upload Flood Dataset’
button to load dataset and get below screen.

[ FFM: Flood Forecasting Model Using Federated Leaming
'+ (1B = FiesiFmmasing + Drtmot el Using Federated Learning

Organae = Newfolder

B Cownlosds A Hame
W Recens places
b TesCases

Feed Forward Newral Network

|54 FodOutaes
il testDntn

4.1In above screen selecting and uploading ‘Flood
Dataset’ and then click on ‘Open’ button to load

dataset.
e Fodiordig Mot UingFedeatdleaming. |

FEM: Flood Forecasting Model Using Federated Learning

Train & Test Split Run Feed Forward Nearal Network

SUBDIVISION YEAR JAN FEB MAR APR MAY .. JUL AUG SEP OCT NOV DEC water level
KERALA 1901 28.7 4.7 316 160.0 1747 .. 743.0 357.5 197.7 2668 3508 484 31486
KERALA 1902 67 26 573 839 1345 _ 12050 3158 4916 3384 1383 1215 33266
KERALA 1903 32 18.6 31 83.6 407 .. 10225 4202 3418 3341 1570 390 31712
KERALA 1904 23.7 3.0 322 715 2357 .. 7235 3518 2127 281 39 33 3197
KERALA 1905 12 223 9.4 1039 2633 .. 5205 2936 2172 3835 744 01 2016

T e

110 KERALA 2011 205 457 241 1632 1242 .. 5368 4827 3912 2270 169.7 485 335l
111 KERALA 2012 7.4 110 200 1711 953 . 3626 5006 2411 1875 1129 04 11511
112 KERALA 2013 39 401 499 493 1193 .. 8302 369.7 3186 2599 1549 170 31554
113 KERALA 2014 46 103 17.9 957 2510 .. 677.8 733.9 2988 3555 99.5 471 30464
114 KERALA 2015 31 58 501 2141 2018 .. 4060 2522 2929 3081 2236 794 26006

115 rows x 15 cohmns]

5. In above screen dataset loaded and now click on
‘Pre-process Dataset’ button to process dataset and

get below output.
A :FoodForecasing odel Usng federsed Leaming |

FFM: Flood Forecasting Model Using Federated Learning

Preprocess Dataset | Train & Test Splic
Upload Federated Model to Server
Flood Forecasting using Test Data

Dataset preprocessing like normalization & Shafling Completed

Run Feed Forward Neural Network

ormalized Dataset
[10.31976048 0.09367089 004514049 ... 036684021 039339404 0.4248269 |
[0.08023952 0.03291139 0.26347305 ... 0.5804966 037952709 0.60039365]
[0.2251497 044683544 022800553 ... 0.13476171 031756959 0.03313551]
mlﬂ? 002151899 0.2192538 ... 0.53544253 0.18527387 0.02373887]

(034011976 0.69240506 0.1819438 .. 0.815178210.  0.37982196]
[0.13053892 0.0556962 0.1524643 ... 0.47917501 0.20472912 0.01088032]]

6. In above screen dataset pre-processing such as
normalization and shuffling completed and now click
on ‘Train & Test Split” button to split dataset and get
below output.

FFM: Flood Forecasting Model Using Federated Learning

rereeepene [l o

Upload Federated Model to Server

Flood Farecasting using Test Data

Comparisan Graph
Dataset Train & Test Split Details
Total records fousd in dataset =115

0% dataset for training : 92
20% dataset for testing : 23

7. In above screen displaying dataset size and then
displaying train and test size and now click on ‘Run
Feed Forward Neural Network’ button to train
propose FFNN algorithm and get below output.

FEM: Flood Forecasting Mode| Using Federated Leaming

FFM: Flood Forecasting Model Using Federated Learning

FFNN Water Level Prediction

— True water Level
—— Prodicted Water Level

8. In above screen FFNN training completed and in
above graph x-axis represents Number of Days and
y-axis represents Water level where red line
represents True water level and green line represents
Predicted water level and we can see both lines are
fully overlapping with little gap so we can say
predicted and true values are very close and FFNN
giving best prediction and now close above graph to

get below output.
¢ [¥ioodforecasting Model Using Federated Leaming

FFM: Flood Forecasting Model Using Federated Learning

Tom T
Upload Federated Model to Server
Flood Forecasting using Test Data

rue Water Lovel : 3131.8 Predicted Water Lovel : 3138.4631

9. In above screen in first 3 lines we can see FFNN
algorithm MSE, RMSE and accuracy values and then
we can see true and predicted water levels for future
days and now click on ‘Run Extension CNN2D
Algorithm’ button to train extension algorithm.
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i FFM: Fload Forecasting Model Using Federated Learning

FFM: Flood Forecasting Model Using Federated Learning

Extension CNN2D Water Level Prediction

— True water Level
— Predicted Water Leved

Extension CNNID Accaracy : §786643145262063

Trne Water Level : 2412.5 Predicied Water Level : M18.874

Predicted Water Level

‘Tree Water Level: 3030.1 Predicied Waer Level: 30393054
‘Tree Water Level: 2886.1 Predicted Water Level : 28586226
Tree Water Level: 2037.5 Predicted Water Level : 19,6077
Tree Water Level: 3154.5 Predicted Water Level : 31585138
Trwe Water Level: 3076.8 Predicted Water Level : 30633881
Tree Water Level ; 3410.8 Predicted Water Level : 1418.0435

Tree Water Level - 1376 Prodicid Water Level - 2116624 it pata
Tree Water Level 11511 Predicted Water Leve - 21485608 ==
Tree Water Level: 31178 Predicted Water Level: 30999367 #€d] +Q/F e

Trne Water Level : 3131.8 Predicied Water Level : $108.2566

10. In above screen with extension we can see both
predicted and true which means reads and green lines
are fully overlapping so we can say extension model
is better than propose and we can see MSE and
RMSE also lower compare to propose and accuracy
is high for extension algorithm and now close above
graph and then click on ‘Upload Federated Model to
Server’ button to upload trained model to server and
get below output.

[ FFM: Flood Forecasting Model Using Federated Leaming

FFM: Flood Forecasting Model Using Federated Learning

Run Feed Farward Neural Network |

ot e
Run Extension CNN2D Algorithm TUpload Federated Model to Server

Upload Flood Dataset

Erher Station Name fo Save Model o Centralozed Server
Assen]

11. In above screen just enter some station name and
then click OK button to upload model to server and

get below output.
o A el -oEE

FFM: Fload Fors:

v pe——
—

Sarver Raspassa : Madsl pisted . servar sccsastuly

casting Model Using Federated Learning

12. In above screen we got response from server as
‘model uploaded’ and in below server screen we can
see received model details.

Dodating model of stalion = Asson
Pade] successfully updated
Updated podels are

Tiers il TH1E

13. In above screen in white colour text we can see
server output about model saving and in server
‘received’ folder we can see ‘Assam’ model is saved
and similarly for all given station server will saved
model.

¢ 7 Food Forcasing Mool U Fdersted Lsaring .=

FFM: Flood Forecasting Model Using Federated Learaing

Propose FFHN & Extension CHN2D Performance Graph
1 Agermnms
| - ey

—

- s

#€)) Blal= B

14. In above comparison graph x-axis represents
algorithm names and y-axis represents accuracy and
MSE values and we can see for extension algorithm
accuracy is high and MSE, RMSE error is lower
compare to propose FFNN algorithm and now close
above graph and then click on ‘Flood Forecasting
using Test Data’ button to upload test and then
predict water level.
‘

FM: Fiod Forecisting Mods! Lsing Fecened Lesrming o8

FFM: Flood Furecasting Model Using Federated Learning

In above screen uploading test data and then click on
‘Open’ button to get below output
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) FPM: Flood Forecasting Madel Using Federated Leaming

FFM: Flood Forecasting Model Using Federated Learning

Upload Flood Dataset | Preprocess Dataset Train & Test Split ‘ Run Feed Forvard Neural Nerwork

Run Extension CNN2D Algorithm Upload Federated Model to Server

Accuracy Comparison Graph ‘ Tlood Forecasting using Test Data |

er Response : Model updated ta server successfully

1962 28.4 54.7 39.6 95.1 472.4 2449 951.1 510.7 3949 475.6
asted Water Level : 3388616

KERALA' 1963 30.2 24.5 69,8 96.3 157.1 393.3 720.2 5110 223.9 282.6
—=> Forecas ted Water Level : 2636.9596

Test Data = [KERALA' 1964 1.1 7.5 67.2 §3.3 94.8 379.4 754.2 545.0 398.2 3257 191.7
17.§]=====> Forecasted Water Level : 28754883

KERALA' 1965 9.1 0.9 28.3 109.8 214.5 597.7 465.1 296.1 150.1 183.7
orecasted Water Level : 2338.5217

['KERALA' 1966 3.0 6.9 67.7 167.4 95.2 496.2 601.9.202.1 193.2 392.3 245.4
-asted Water Level : 2625151

Test Data = [KERALA' 1967 14.3 0.1 24.6 70,1 244.9 541.7 741.4 508.4 145.5 172.7 740
3L1j===" Forecast ted Water Level : 2569.6294

In above screen before arrow symbol we can see test

data and after arrow symbol ==» we can see
predicted water level.

10 . CONCLUSIONS

This proposed Flood Forecasting Model (FFM)
successfully integrates Federated Learning with
machine learning techniques to provide accurate and
timely flood predictions. By training models locally
at 18 stations and sharing only trained models with a
central server, the system ensures data privacy,
reduces network latency, and improves scalability.
The use of Feed Forward Neural Network (FFNN)
provides reliable predictions, while the extended
CNN2D model significantly enhances accuracy. The
system can forecast floods with up to 5 days lead
time, giving authorities ample time to act and
minimize disaster impact. This decentralized,
privacy-preserving approach offers a powerful
solution for modern flood management and can be
extended for other environmental monitoring
applications.

11. FUTURE ENHANCEMENT

In propose work author has used traditional Feed
Forward neural network algorithms and did not used
any advanced algorithms like Convolution 2D Neural
Network which gain popularity in all domains for its
accurate and successful prediction accuracy of more
than 90%. So to enhance accuracy we have used
CNN2D as extension for flood forecasting.

In our project the following things can be
implemented in future.

» To implement Federated Learning for advanced
algorithms like Convolution 2D Neural Network.

» To integrate Adaptive Power Control with Al.
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