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Abstract— Legal documents often involve complex, 

time- consuming, and error-prone processes. This 

research employs artificial intelligence (AI) to 

streamline the process of drafting, checking, and 

maintaining legal documents. The system can generate 

contracts, review legal clauses, detect inconsistencies, 

and ensure compliance with legal standards using 

Natural Language Processing (NLP) and Machine 

Learning (ML). It can also enhance document 

accuracy, automate mundane tasks, and provide useful 

recommendations. Through a boost in efficiency, 

reduction of human labor, and reduction in legal risks, 

this AI- driven solution aims to enhance the 

dependability and access to legal documentation for 

individuals as well as businesses. 
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I. INTRODUCTION 

 

The legal profession, historically reliant upon 

human intelligence, has long labored with creating, 

editing, and maintaining massive legal documents 

that underpin seminal processes like the creation of 

contracts, litigation, and regulatory conformity. 

Although they are critical, writing and reading legal 

documents tend to require a great deal of human 

labor, which results in high costs, inefficiencies, 

rampant human mistakes, and poor scalability, 

ultimately leading to delays in legal processes and 

impairing productivity overall. The problem is 

exacerbated by the ever- growing complexity of 

legal terminology and the sheer mass of paperwork 

that legal professionals such as solicitors, paralegals, 

and in-house counsel have to deal with every day. 

Much of their work is repetitive in nature, including 

finding inconsistencies, checking compliance, and 

ensuring the accuracy of legal wording—work that, 

although involving legal consciousness, can be 

automated to a great extent to conserve time and 

effort. In the last few years, Artificial Intelligence 

(AI), particularly in the fields of Natural Language 

Processing (NLP) and Machine Learning (ML), has 

come a long way with its capacity to understand, 

interpret, and generate human language, presenting 

the legal industry with the chance for paradigmatic 

change. Artificial intelligence -powered legal 

document automation tools are able to analyze large 

volumes of intricate legal text quickly and 

efficiently, decipher legal technical terms, and 

identify and extract applicable clauses and 

provisions to allow automatic contract drafting 

through customizable templates based on client-

case or case-specific data. AI-based tools can also 

scan for inconsistencies, highlight areas of risk-

prone and flag potential non-conformity issues that 

may need human action. In addition, ML models 

learnt on large sets of legal data can also pick up 

patterns from past cases and refine their accuracy 

and decision-making capabilities with experience 

over time. These systems enable more efficient 

contract lifecycle management by document 

classification, monitoring of important deadlines, 

automated reminders for renewal or amendment, 

and reduction in administrative workloads. The use 

of AI in legal writing has many benefits, such as 

increased efficiency from automating manual tasks, 

lesser chances of human error, increased 

compliance with laws, and improved accuracy in 

drafting. Notably, it makes legal services cost- 

effective and more accessible to small businesses, 

startups, and entrepreneurs who otherwise could not 

afford quality legal advice for mundane issues. By 

offering intelligently guided templates for standard 

documents like contracts, non-disclosure 

agreements, and terms of service, AI gives limited 
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legal competence users the capability to manage 

fundamental legal requirements. Overall, this 

research paper will discuss in depth the uses, 

advantages, and potential drawbacks of utilizing AI- 

driven solutions in legal documentation, focusing 

on how such technologies are redesigning the legal 

profession's future. 

 

II. PROPOSED WORK 

 

Aims and Objectives 

This study seeks to design a secure, AI-driven legal 

document system that relies on sophisticated 

Natural Language Processing (NLP) and Machine 

Learning (ML) to automate preparation, analysis, 

and legal document management. Conventional 

legal documentation is error-prone, expensive, and 

time-consuming because it involves manual 

processes and intricate legal language. The 

suggested system overcomes the limitations by 

providing intelligent, structured, and compliant 

legal content creation. 

Some of the key features include detecting 

inconsistencies, improving compliance through real-

time checking of clauses, and offering risk 

assessment tools to highlight potential legal 

problems. It also enables smart contract lifecycle 

management with features such as categorization, 

deadline reminders, and renewal notifications. One 

of the principal goals is to make legal services more 

affordable and accessible, allowing non- 

specialists—such as individuals and small 

businesses—to design and manage documents using 

simple AI templates. In totality, the research aims to 

provide an intelligent and scalable platform that 

makes operations more efficient, less expensive, 

and helps legal professionals concentrate on higher-

level work. 

 
Fig,1: Architecture Diagram of AI-Based Legal 

Documentation Assistant System 

III. METHODOLOGY 

 

A. Dataset : 

This research's data is a well-curated set of Indian 

legal documents, including contracts, court 

decisions, acts, legal opinions, and regulatory 

guidelines. Sources for this dataset include 

publicly available legal repositories, government 

websites, and verified legal databases, all with a 

focus on Indian law. The dataset is annotated to 

extract significant features such as dates, names of 

courts (e.g., Delhi High Court, Supreme Court of 

India), and legal provisions (e.g., the Indian 

Contract Act, 1872; Information Technology Act, 

2000). These annotations are essential for training 

machine learning models on tasks such as named 

entity recognition, intent classification, and 

document summarization. This large and diverse 

dataset ensures that the AI-powered legal 

document assistant can effectively understand and 

process the intricacies of Indian law. Figure 2 

presents exemplars of such legal documents, with 

examples of official forms like affidavits, stamp 

paper  agreements, and certificates that are regularly 

utilized in Indian legal workflows. 

 

 

                            

 

 

 

 

 

 

 

 

Fig.2: Sample documents 

 

The chart shows the proportional distribution of 

various categories within a dataset. It provides a 

visual overview of how the dataset is divided 

among different classifications. 

                
 Fig.3: Proportional Representation of Indian Legal 

Document Types 
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B. Preprocessing: 

To enhance the quality of scanned legal documents 

and the accuracy of text extraction and 

classification, preprocessing is a critical process in 

this research. The main preprocessing techniques 

that are utilized are: 

 

Image Enhancement: Image improvement adjusts 

contrast, brightness, and sharpness to enhance 

document readability and clarity. Text legibility is 

enhanced by techniques such as noise reduction, 

binarization, and histogram equalization, which 

enable accurate OCR processing. 

   

Noise Removal: Noise removal is an essential 

preprocessing process designed to remove 

unwanted distortions like speckles, blurs, and dust 

particles from scanned legal documents. The 

distortions can usually be seen because of 

substandard scanning or old physical documents. 

Through image cleaning, noise removal improves 

the overall clarity and readability of text so that OCR 

systems can recognize and detect characters more 

precisely. This process greatly enhances the quality 

of the following process such as text extraction and 

classification. Figure 4 depicts a sample legal 

document with noise removed, showing enhanced 

visual quality and sharpness which facilitates 

accurate OCR-based analysis. 

 
Fig.4: Noise Removed Image 

 

Skew Correction & Alignment: Skew correction is a 

preprocessing step used to align scanned documents 

that are rotated or tilted to their correct orientation. 

 

Using methods like the Hough Transform or 

Projection Profile Analysis, it determines the angle 

of misalignment and rotates the image to align the 

text either vertically or horizontally. Figure 5 

shows an uneven legal  

 
document prior to correction, illustrating the typical 

misalignment problems that skew correction will 

correct for best processing. To ensure correct text 

extraction and increase OCR accuracy, this step is 

essential. 

Rotation Transformation – Rotate the image using 

the transformation matrix: 

 
 

 
Fig.5: Skewed image 

 

C. Model Selection: 

Models like GPT, BERT, LSTM were chosen for 

their capability to work on intricate legal phrases 

and extended text dependencies. Language models 

pretrained and fine-tuned on a specific domain of 

the legal dataset for classification, detecting clauses, 

and summarizing text were applied using standard 

training practices and accuracy measures like F1-

score and accuracy. 

 

D. Information Validation and Extraction: 

A key phase in legal document processing is 

information extraction and validation, which 

ensures that the data obtained is accurate and 

relevant. During this phase, key legal entities are 

determined, extracted data is verified against 

established legal requirements, and data are 

formatted for further processing. 

 

Named Entity Recognition (NER): One of the 

significant Natural Language Processing (NLP) 

techniques used for legal document automation is 

Named Entity Recognition (NER). In legal 

documents, it identifies and classifies meaningful 

entities such as names, dates, case numbers, terms 
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of contracts, legal references, and financial 

amounts. Since NER converts unstructured text into 

machine-readable and searchable form, it is critical 

to information extraction, contract analysis, and 

legal research. 

• Text Tokenization: To examine its 

meaning, the document is divided into discrete 

words or phrases, or tokens. 

For instance: "The agreement between XYZ Corp 

and ABC Ltd was signed on March 10, 2024." 

 

["The", "agreement", "between", "XYZ Corp", 

"and", "ABC Ltd", "was", "signed", "on", "March 

10, 2024"] The tokens involved 

• Entity Recognition & Classification: Every 

token is categorized into predetermined groups, 

including: 

Person Names: "John Doe" Organizations: "XYZ 

Corp" Dates: "March 10, 2024" 

Case Numbers: "CIV-2023-56789" 

 Legal-Terms: "Non-Disclosure Agreement" 

 

 Rule-Based & AI-Powered Validation: 

o established legal guidelines (for example, the 

dates of contract expiration should be in the future). 

o cross-referencing with legal databases to 

confirm statutory compliance, court decisions, and 

case numbers. 

o anomaly detection using AI to identify 

missing or inconsistent data in documents. 

 

 Text Similarity and Fact Matching: 

For legal document processing to be reliable and 

uniform, text similarity and fact matching are 

crucial. Text similarity measures the level of 

similarity between two legal documents, which can 

be used to find case law references, duplicative 

clauses, and conflicting contracts. Semantic 

similarity methods such as TF-IDF, Word2Vec, 

and BERT analyze meaning over words, whereas 

techniques such as Jaccard Similarity and Cosine 

Similarity analyze word overlap and vector 

representations. By cross-referencing mined data 

with solid legal databases, fact matching is able to 

make sure critical facts like case numbers, contract 

language, and parties' names are accurate. 

Advanced NLP models like transformer-based 

architectures BERT and RoBERTa make the legal 

review process more reliable and effective when 

employed to identify contradictions, missing data, or 

discrepancies. 

 

E. Generative AI: 

In the AI-Powered Legal Documentation Assistant, 

we combine several state-of-the-art Generative AI 

models— BERT, and LSTM to further enable the 

system to process and generate legal content 

efficiently. Generative AI is instrumental in writing 

and finishing legal documents like contracts, 

notices, and case summaries through strong 

language models like GPT. Through the 

implementation of Generative AI via safe API 

access, the system has the ability to create 

contextually relevant and readable legal text 

through user prompts, lessening greatly the amount 

of manual labor in legal drafting. At the same time, 

BERT is used for its deeper contextual knowledge 

of legal language that is extremely helpful in 

document categorization, recognition of legal 

entities, and semantic search. Its bidirectional 

processing enables the assistant to understand subtle 

legal semantics, enhancing the precision of 

information retrieval. Supplementing these features, 

LSTM networks are employed to detect and analyze 

sequential patterns in long legal documents. This is 

especially helpful in summarizing lengthy legal 

documents and identifying specific clauses, like 

confidentiality or termination conditions. These 

models collectively form a strong framework that 

guarantees efficiency, precision, and user-

friendliness in legal document automation. Figure 6 

depicts the functions of AI models such as BERT, 

LSTM, and Generative AI in legal document 

processing. It shows their respective functions such 

as classification, summarization, and document 

generation, along with real-life examples of their 

uses. 

 

 

 

 

 

 

 

 

 

Fig.6: AI Component in Legal Automation 

 

F. Full-Stack Architecture and Development 

Framework : 

To develop a responsive, scalable, and user-friendly 

AI-Powered Legal Documentation Assistant, we 

used a full-stack web development structure. The 

frontend is developed using HTML, CSS, and 
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React.js, which supports a dynamic and interactive 

user interface for users to enter queries, upload 

documents, and engage with AI-produced responses 

in real time. React's use of component-based 

structure enhances code reusability and 

performance and CSS for a clean and responsive 

visual layout on devices. For the backend, we 

employed Express.js as the server framework, with 

efficient routing and middleware support for 

processing API requests and responses. MongoDB, 

being a NoSQL database, was employed to store 

user information, document history, and processed 

legal outputs because it can easily deal with 

unstructured and semi-structured data. This backend 

arrangement provides stable data flow, hassle-free 

integration with AI models, and scalability for 

future development. Collectively, the selected 

technologies form a unified environment for 

implementing smart legal automation tools in a 

web- based platform. 

 

G. Testing and Evaluation: 

Testing and evaluation are important processes to 

guarantee the effectiveness of the AI-Powered 

Legal Documentation Assistant. The models were 

tested using metrics like accuracy and precision to 

determine their performance in activities such as 

document classification, entity recognition, and 

summarization. Testing was done using real-world 

legal documents to guarantee the models' ability to 

deal with varied and sophisticated legal language. 

Ongoing testing and performance tracking 

guarantee that the system is dependable and 

accurate in actual use. 

 

IV.IMPLEMENTATION 

 

a) The deployment of the AI-Powered Legal 

Documentation Assistant is organized in multiple 

layers to automate legal document intake, analysis, 

and creation. The process starts at the input layer, 

where the users upload scanned or digital legal 

documents, like contracts, affidavits, or agreements. 

This flexibility enables the system to process both 

image-based and text-based legal material. 

 

b) In preprocessing, documents scanned are 

subjected to OCR (Optical Character Recognition) 

to transform content present in images to machine-

readable form. The remaining steps like noise 

cleaning and skew correction are done to improve 

the readability and exactness of the content 

extracted. In digital documents, preprocessing 

involves processes such as tokenization, stop word 

removal, lemmatization, and stripping of 

punctuation to sanitize the data prior to analysis. 

This is used to ensure that the input is in a clean and 

uniform format. 

 

c) The document classification step comes 

next, where the system classifies the legal document 

into particular categories like contracts, NDAs, or 

court filings through machine learning or deep 

learning methods. After classification, the document 

goes through the AI layer, where language models 

process the content. Deep language models deal 

with contextual understanding, and LSTM networks 

deal with long-term dependencies in long texts. 

 

d) The fundamental processing takes place in 

the Processing Layer, which executes three primary 

functions: Text Classification, Named Entity 

Recognition (NER), and Clause 

 

Detection. Text classification assists in grouping 

content in the document (e.g., introductory part, 

termination clause, obligations). NER recognizes 

fundamental legal entities like party names, dates, 

money amounts, legal references, and missing 

terms. Clause detection picks up significant sections 

like confidentiality, indemnity, governing law, and 

termination conditions. This layer also verifies 

missing obligatory components or inconsistency in 

the structure of the document. 

 

e) Following processing, the Validation 

Module verifies whether the document meets legal 

norms and standards. It confirms the presence of all 

required sections and the absence of important 

information. Once validated, the Legal Review 

Module automatically tags crucial legal words, 

categorizes clauses, and points out inconsistencies 

or possible risks. This enables human reviewers to 

swiftly check or modify the AI-processed version 

prior to completing the document. 

 

V.     RESULT AND DISCUSSIONS 

 

The last step in the pipeline for processing legal 

documents deals with generating output, taking all 

the data extracted, labeled, and checked and 

converting them into structured and easy-to-read 

formats. The process involves classifying the data 

into pre-designed categories like names, dates, case 
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numbers, and legal clauses. These categories are 

formatted in the form of tables, JSON, XML, or 

database rows, so that the data becomes retrievable 

with ease and could be used further for legal 

purposes or archived accordingly. 

 

Aside from the compilation of structured data, the 

system further reconstructs the enhanced original 

legal document. These enhancements include 

flagging significant terms, citations, and 

inconsistencies requiring attention. Outputs can be 

delivered in various forms like Word, PDF, or web- 

based reporting to be compatible with diverse legal 

workflows. As an added touch for readability and 

utility, the system can further include annotations, 

summaries, suggestions generated by AI, and even 

suggest missing legal clauses. 

 

Eventually, this output phase guarantees that 

professional legal practitioners receive clear, 

accurate, and understandable documents. It 

minimizes manual intervention considerably but 

ensures accuracy and compliance. It facilitates 

effective reviewing, well-informed decision-

making, and safe archiving of legal documents and 

simplifies the whole legal document process. 

 
Fig.7: Sample Output of Power of Attorney 

Document 

  
Fig.* Sample Output of Freelance Contract 

Document 

 

VI. CONCLUSION 

            

The AI legal documentation helper is an 

unprecedented innovation towards modernizing the 

practice of legal procedures. Using advances such 

as Optical Character Recognition (OCR) and 

advanced preprocessing strategies, the solution 

readily cleans the scanned or uploaded legal 

documents, turning them into tidy machine-readable 

versions. It then conditions the data to deeper 

processing so the subsequent procedure becomes 

both fast and precise. Fundamentally, the system 

uses advanced Natural Language Processing (NLP) 

models like BERT, GPT, and LSTM to process and 

interpret the language of law so as to accurately 

classify and extract key legal information. 

 

Aside from analysis, the assistant is also crucial in 

legal validation and output generation. It determines 

significant clauses, points out inconsistencies, and 

verifies compliance with legal requirements, 

assisting legal professionals in the review process. 

Exporting documents in various formats such as 

Word, PDF, JSON, and XML enables smooth 

integration with other legal systems and platforms. 

Overall, the assistant provides a dependable and 

highly efficient solution that improves productivity, 

accuracy, and trust in legal document handling. 

 

REFERENCES 

 

[1] Y. R. Wani, S. Sharma, and S. Chopra, “A 

Review: Video Quality Evaluation of MPEG-

4 Using (MOS) Mean Opinion Score in NS-

2,” International Research Journal of 

Engineering and Technology, 2016, [Online]. 

Available: www.irjet.net 

[2] Y. R. Wani, S. Sharma, and S. Chopra, “Video 

Quality Evaluation of MPEG-4 Using (MOS) 

Mean Opinion Score in NS- 2,” International 

Research Journal of Engineering and 

Technology, 2017, [Online]. Available: 

www.irjet.net 

[3] S. N. SHARMA ML, “Analytical Impact of 

Reputation based scheme on DSR protocol for 

Evaluation of MANETs,” Oeconomics of 

Knowledge, vol. 3, no. 2, pp. 19–28, 2011. 

[4] J. Yadav, N. Garg, and N. Sharma, “Analysis 

of Packet loss and Throughput In 

Heterogeneous Mobile Ad-hoc Networks over 

UDP,” Int J Sci Eng Res, vol. 4, no. 6, 2013, 

[Online]. Available: http://www.ijser.org 

http://www.irjet.net/
http://www.irjet.net/
http://www.ijser.org/


© May 2025 | IJIRT | Volume 11 Issue 12 | ISSN: 2349-6002 

IJIRT 178986   INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY      5353 

[5] N. Sharma, “ANALYSIS OF SECURITY 

REQUIREMENTS IN WIRELESS 

NETWORKS AND MOBILE AD-HOC 

NETWORKS,” GESJ: Computer Science and 

Telecommunications, vol. 5, no. 28, 2010. 

[6] M. J. Kaur and N. Sharma, “Survey on the 

General Concepts of MPEG-Moving Picture 

Experts Group,” PARIPEX Indian Journal of 

Research, vol. 5, no. 2, pp. 252–255, 2016. 

[7] M. Sharma, N. Fatima Rizvi, N. Sharma, A. 

Malhan, and S. Sharma, “Performance 

Evaluation of MANET Routing Protocols 

under CBR and FTP traffic classes,” 

International Journal of Computer 

Technology and Application, vol. 2, no. 3, pp. 

392–400, 2010. 

[8] Dr. S. Sharma, N. Negi, and N. Sharma, 

“Packet End To End Delay Evaluation of 

AODV, AOMDV, DSR and DSDV in H.264 

Streaming Video Transmission over 

MANETs,” Int J Innov Res Sci Eng Technol, 

vol. 03, no. 08, pp. 15137–15143, Aug. 2014, 

doi: 10.15680/ijirset.2014.0308011. 

[9] I. A. Tayubi, D. N. Pawar, A. Kiran, P. C. S. 

Reddy, N. Sharma, and D. Chitra, “Facial 

Emotion Recognition Using a Local Binary 

Pattern based Deep Learning,” in 2024 2nd 

International Conference on Computer, 

Communication and Control, IC4 2024, 

Institute of Electrical and Electronics 

Engineers Inc., 2024. doi: 

10.1109/IC457434.2024.10486509. 

[10] M. N. Rekha, M. L. Prasad, S. Mukherjee, S. 

V. Nikam, S. Sharma, and P. C. S. Reddy, 

“An Automatic Error Recognition approach 

for Machine Translation Results based on 

Deep Learning,” in 2024 2nd International 

Conference on Computer, Communication 

and Control, IC4 2024, Institute of Electrical 

and Electronics Engineers Inc., 

2024.doi: 10.1109/IC457434.2024.10486776. 

[11] K. B. Teena and S. Sharma, “Anomaly based 

Intrusion Detection System using Hybrid 

ResNet50 and 3D Convolutional Neural 

Network,” INTELLIGENT SYSTEMS AND 

APPLICATIONS IN ENGINEERING, vol. 

2024, no. 3, pp. 673–683, Mar. 2024, 

[Online]. Available: www.ijisae.org 

[12] A. Gadupudi, R. Y. Rani, B. Jayaram, N. 

Sharma, J. K. Deshmukh, and P. C. S. Reddy, 

“An Adaptive Deep Learning Model for Crop 

Yield Prediction,” in 2024 2nd International 

Conference on Computer, Communication and 

Control, IC4 2024, Institute of Electrical and 

Electronics Engineers Inc., 2024. doi: 

10.1109/IC457434.2024.10486733. 

[13] P. C. S. Reddy, P. Shirley Muller, S. N Koka, 

V. Sharma, N. Sharma, and S. Mukherjee, 

“Detection of Encrypted and Malicious 

Network Traffic using Deep Learning,” in 

IEEE 1st International Conference on 

Ambient Intelligence, Knowledge Informatics 

and Industrial Electronics, AIKIIE 2023, 

Institute of Electrical and Electronics 

Engineers Inc., 2023. doi: 

10.1109/AIKIIE60097.2023.10390386. 

[14] N. Sharma, S. Sharma, P. T, S. E, A. M, and 

S. Dass, “Hyper Parametric Analysis of 

Multi-Layer Perceptron for Music Genre 

Classification,” in 2024 International 

Conference on Recent Innovation in Smart 

and Sustainable Technology (ICRISST), Mar. 

2024, pp. 1–4. doi: 

10.1109/ICRISST59181.2024.10921894. 

[15] S. Sharma, N. Sharma, A. Sindgi, A. Malhan, 

P. T, and S. E, “Performance Analysis of 

FTRL algorithm for Dense and Deep Model 

of Music Mood Classification,” in 2024 

International Conference on Recent 

Innovation in Smart and Sustainable 

Technology (ICRISST), Mar. 2024, pp. 1–4. 

doi: 10.1109/ICRISST59181.2024.10921949. 

[16] N. Sharma and S. Sharma, “A Customizable 

Mathematical Model for Determining the 

Difficulty of Guitar Triad Chords for Machine 

Learning,” in Lecture Notes in Networks and 

Systems, Springer Science and Business 

Media Deutschland GmbH, 2023, pp. 667–

679. doi: 10.1007/978-981-99-2322-9_51. 

[17] N. Sharma and S. Sharma, “Empirical Analysis 

of Effect of Higher Order Harmonics on 

Guitar Chord Classification,” in Lecture Notes 

in Networks and Systems, Springer Science 

and Business Media Deutschland GmbH, 

2023, pp. 647–656. doi: 10.1007/978-981-19- 

9638-2_56. 

[18] N. Sharma and S. Sharma, “Performance 

Enhancement of KNN Classifier for Guitar 

Chord Tonality Classification,” Indian 

Journal of Natural Sciences, vol. 13, no. 76, 

pp. 53143–53148, 2023, [Online]. 

Available: www.tnsroindia.org.in 

[19] N. Sharma and S. Sharma, “Optimization of t-

SNE by Tuning Perplexity for Dimensionality 

http://www.ijisae.org/
http://www.tnsroindia.org.in/


© May 2025 | IJIRT | Volume 11 Issue 12 | ISSN: 2349-6002 

IJIRT 178986   INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY      5354 

Reduction in NLP,” in Proceedings of 

International Conference on Communication 

and Computational Technologies, Algorithms 

for Intelligent Systems, Springer Nature 

Singapore Pte Ltd. 2023, 2023, pp. 519–528. 

doi: 10.1007/978-981-99- 3485-0_41. 

[20] S. R. Rammohan, K. Chakravarthi, N. Sharma, 

S. Sharma, and M. Natarajan, “Systematic 

Survey on Energy Conservation Using 

Blockchain for Sustainable Computing 

Challenges and Roadmaps,” 2024, John Wiley 

and Sons Ltd. doi: 10.1002/acs.3948. 

[21] N. Sharma and S. Sharma, “A Survey of 

Mythril, A Smart Contract Security Analysis 

Tool for EVM Bytecode,” Indian Journal of 

Natural Sciences, vol. 13, no. 75, pp. 51003–

51010, 2022, [Online]. Available: 

https://www.researchgate.net/publication/3663

91033 

[22] N. Sharma, S. Sharma, and A. Sindgi, 

“Solidity Smart Contract Vulnerabilities, 

Attack Scenarios, and Mitigation—A Survey,” 

in Proceedings of International Conference 

on Communication and Computational 

Technologies, Algorithms for Intelligent 

Systems, Springer Nature Singapore Pte Ltd. 

2023, 2023, pp. 901–910. doi: 10.1007/978-

981-99-3485-0_71. 

http://www.researchgate.net/publication/366391033
http://www.researchgate.net/publication/366391033

