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Abstract— Social networks have become an integral 

part of modern life, with millions of users actively 

participating on platforms such as Facebook, Twitter, 

and LinkedIn. These platforms facilitate 

communication and connection, allowing users to 

interact seamlessly regardless of geographic 

boundaries. However, they also present significant 

challenges related to user security and privacy. One of 

the most prevalent issues is the creation of fake profiles, 

which can lead to identity theft, cyberbullying, 

misinformation, and various other malicious activities. 

Addressing this issue requires effective detection 

methods that can accurately distinguish between 

genuine and fake profiles. To improve detection 

accuracy, our study leverages advanced machine 

learning algorithms and Natural Language Processing 

(NLP) techniques. By integrating Support Vector 

Machine (SVM) and Naïve Bayes algorithms, we aim to 

enhance the classification of fake profiles. Our proposed 

system not only addresses the limitations of traditional 

methods but also introduces a robust and adaptive 

framework capable of handling the dynamic nature of 

fake profile creation. The results demonstrate a 

significant improvement in detecting fake profiles, 

thereby contributing to safer and more trustworthy 

online environments. 

  

Index Terms— Fake Profile Detection,  Machine 

Learning, Naïve bayes, Natural Language Processing 

(NLP), Support Vector Machine (SVM). 

   

I. INTRODUCTION  

  

The rapid growth of social networking sites has 

revolutionized communication, allowing users to 

connect with friends, family, and colleagues 

worldwide. Platforms like Facebook, Twitter, and 

LinkedIn have evolved from simple networking tools 

to complex ecosystems where users share personal 

information, professional achievements, and 

opinions. These platforms not only facilitate social 

interactions but also offer avenues for  

 

professional networking, content sharing, and public 

discourse. As the user base of these platforms 

continues to grow, so does the complexity of 

managing user authenticity and security. 

Despite the numerous benefits, social networks are 

increasingly exploited for malicious purposes, with 

fake profiles being a primary issue. Fake profiles can 

serve multiple unethical objectives, including 

spreading misinformation, conducting identity theft, 

perpetrating online scams, and manipulating public 

opinion. In addition, fake accounts are often involved 

in cyberbullying, trolling, and impersonation. The 

dynamic nature of fake profile creation and the 

increasing sophistication of these accounts make 

them harder to detect, posing a significant challenge 

to social network administrators and security experts. 

 

Fake profiles are typically designed to imitate real 

users by mimicking linguistic patterns, interaction 

habits, and profile details. They can be either 

manually created by individuals or automatically 

generated by bots. While some fake profiles are 

relatively easy to spot, others are highly sophisticated, 

incorporating nuanced language use and carefully 

curated content. These profiles may also exhibit 

social behaviors that mimic real user interactions, 

such as liking posts, commenting, and following 

users. This complexity makes it essential to develop 

more advanced and adaptable detection systems that 

can efficiently distinguish genuine accounts from 

fake ones. 

 

The consequences of fake profile proliferation are far-

reaching, impacting individual users and 

organizations alike. For individuals, fake profiles may 

lead to privacy breaches, reputational damage, and 

targeted harassment. For organizations, they can 

result in brand damage, reduced user trust, and 

potential legal liabilities. Therefore, it is crucial to 

develop reliable methods for detecting and 
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eliminating fake profiles to safeguard social network 

environments and maintain public trust. 

 

Various approaches have been proposed to tackle fake 

profile identification, ranging from manual 

verification methods to automated systems utilizing 

artificial intelligence. Manual methods, although 

accurate, are time-consuming and not scalable for 

large user bases. On the other hand, automated 

systems have shown promise by leveraging machine 

learning and NLP techniques. These approaches can 

analyse user behaviour, linguistic features, and 

network interactions to detect inconsistencies 

indicative of fake accounts. 

 

Our research focuses on enhancing the accuracy and 

reliability of fake profile detection using a 

combination of machine learning algorithms and NLP 

techniques. By employing Support Vector Machine 

(SVM) and Naïve Bayes algorithms, we aim to build 

a system that efficiently identifies fake profiles while 

minimizing false positives and negatives. This 

integrated approach addresses the shortcomings of 

traditional methods and offers a more robust solution 

suitable for the dynamic and complex environment of 

social networks. 

 

II. RELATED WORK  

  

Fake profile detection has been an area of significant 

research due to the rise of malicious activities on 

social networks. Various studies have focused on 

understanding the behaviour of fake profiles to 

develop reliable detection systems. One common 

method is linguistic analysis, which examines text 

patterns to detect irregularities often present in fake 

profiles. For example, researchers have noted that 

automated accounts frequently use repetitive phrases, 

unnatural syntax, and generic content to simulate 

human interactions. Such linguistic inconsistencies 

can act as indicators for identifying fake accounts. 

 

Another widely used method is behavioural analysis, 

where user activity patterns are scrutinized. Studies 

have shown that fake profiles often exhibit unusual 

behaviours, such as irregular posting frequencies, 

sudden changes in follower counts, and inconsistent 

interaction patterns. Detecting these anomalies 

requires sophisticated data mining techniques, which 

can reveal correlations between suspicious 

behaviours and fake profile activities. In addition, 

machine learning algorithms such as Decision Trees, 

K-Nearest Neighbours (KNN), and Random Forests 

have been applied to classify accounts based on 

behavioural metrics. 

 

Social graph analysis is another prominent approach 

in fake profile detection. It involves examining the 

social connections of a profile to determine its 

authenticity. Fake profiles often exhibit dense 

interconnections with other suspicious accounts, 

forming clusters that deviate from normal social 

interaction patterns. By analysing the graph structure 

and identifying anomalous clusters, researchers can 

infer the likelihood of an account being fake. This 

approach is particularly useful for detecting 

coordinated networks of fake profiles used for 

spamming or political manipulation. 

 

A significant challenge in fake profile detection is the 

availability and quality of data. Social networks like 

LinkedIn restrict access to profile data, making it 

difficult for researchers to collect comprehensive 

datasets. To overcome this limitation, some studies 

have used publicly available data from platforms like 

Twitter and Facebook, while others have relied on 

synthetic datasets that simulate fake profiles. While 

synthetic data helps model potential fake behaviours, 

it may not fully capture the diversity of real-world 

fake profiles, thereby limiting the generalizability of 

detection models. 

 

One innovative approach discussed in recent 

literature is the combination of machine learning with 

Natural Language Processing (NLP). By extracting 

linguistic features from user-generated content and 

combining them with behavioural metrics, 

researchers have developed hybrid models that 

outperform traditional methods. For instance, the 

combination of Support Vector Machines (SVM) with 

text sentiment analysis has been shown to effectively 

differentiate between real and fake accounts, 

especially when fake profiles use aggressive or overly 

positive language to attract attention. 

 

Despite advancements, most current methods still 

face challenges when detecting highly sophisticated 

fake profiles. These profiles are designed to mimic 

genuine users closely, incorporating realistic posting 

patterns, diverse interactions, and contextually 

appropriate language. Addressing this issue requires 

continuous model updates and adaptive learning 

techniques that can evolve as fake profile creation 

methods become more advanced. 
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Our study builds on previous research by integrating 

machine learning and NLP techniques to create a 

robust detection system. Unlike earlier methods that 

often focus on a single aspect, our approach combines 

linguistic cues, behavioural analysis, and social graph 

insights to increase detection accuracy. By leveraging 

SVM and Naïve Bayes algorithms, we aim to provide 

a comprehensive solution that adapts to the dynamic 

nature of fake profile creation. 

 

III. OBJECTIVE  

  

The primary objective of this research is to develop 

an efficient system for detecting fake profiles on 

social networks using machine learning and NLP 

techniques. By integrating SVM and Naïve Bayes 

algorithms, we aim to improve the accuracy and 

reliability of profile classification. The system is 

designed to be adaptive, capable of handling the 

dynamic nature of social network data and evolving 

fake profile tactics. 

 

Another objective is to minimize false positive and 

negative rates, ensuring that genuine users are not 

falsely identified as fake. By continuously updating 

the model with new data, we aim to maintain high 

detection accuracy over time. This adaptability is 

crucial, as fake profile creators often modify their 

tactics to bypass detection mechanisms. 

 

Additionally, our research seeks to bridge the gap 

between static and dynamic profile information 

analysis. By evaluating both user-provided data and 

behavioural patterns, the system can more accurately 

differentiate between genuine and fake profiles. This 

dual approach enhances the model’s generalizability 

and applicability across various social network 

platforms. 

 

IV. PROPOSED METHODOLOGY  

  

Our approach to fake profile identification follows a 

structured, step-wise methodology to ensure accuracy 

and robustness. Below are the detailed steps involved: 

 

Step 1: Data Collection We start by gathering data 

from various social network platforms, focusing on 

profiles that exhibit suspicious behavior, such as 

irregular posting activity or abnormal follower 

growth. The dataset is curated to include both genuine 

and fake profiles, providing a balanced training set. 

Data sources include public social media profiles, 

previously flagged fake accounts, and synthetic data 

generated to mimic fake profile behaviours. 

 

Step 2: Data Preprocessing Once collected, the data 

undergoes preprocessing to remove noise and 

irrelevant information. This step involves cleaning 

textual content, normalizing text (such as converting 

to lowercase), removing special characters, and 

filtering out stop words. Additionally, metadata such 

as the number of posts, follower count, and account 

age are extracted for feature analysis. 

 

Step 3: Feature Extraction In this step, we extract 

features that can help in distinguishing fake profiles 

from genuine ones. These features include linguistic 

markers (such as word frequency and sentiment 

scores), social interaction metrics (like engagement 

ratios and interaction diversity), and profile metadata 

(like account creation date and profile completeness). 

Extracted features are then encoded in a structured 

format suitable for machine learning algorithms. 

 

Step 4: Model Training The pre-processed and 

feature-engineered data is split into training and 

testing sets. The Support Vector Machine (SVM) 

algorithm is used for initial training, leveraging its 

ability to handle high-dimensional data. SVM works 

by finding the optimal hyperplane that separates fake 

and genuine profiles with maximum margin. 

Simultaneously, we train a Naïve Bayes classifier, 

which computes the probability of a profile being fake 

based on individual features. 

 

Step 5: 

Model Testing and Validation After training, the 

models are tested on a separate validation dataset to 

evaluate their performance. Accuracy, precision, 

recall, and F1-score are calculated to assess the 

efficacy of each model. Cross-validation techniques 

are employed to ensure that the model generalizes 

well to unseen data. 

 

Step 6: Model Integration Once validated, the SVM 

and Naïve Bayes models are integrated into a hybrid 

detection system. The final classification decision is 

made based on a weighted combination of predictions 

from both models. This ensemble approach ensures 

that the system leverages the strengths of both 

algorithms. 

 

Step 7: Performance Evaluation The integrated 

system is evaluated against real-world datasets to 
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ensure robustness and accuracy. Metrics such as 

detection rate, false positive rate, and processing time 

are analysed. Continuous monitoring is implemented 

to track model performance over time, allowing for 

updates when the fake profile creation tactics evolve. 

 

Step 8: Deployment and Maintenance The system is 

deployed as a scalable application that can be 

integrated into social network platforms. Periodic 

model updates are conducted based on new data, and 

performance metrics are regularly reviewed to 

maintain accuracy in identifying fake profiles. 

  

V. RESULT  

  

The proposed system was evaluated using a dataset 

comprising both genuine and fake profiles from 

multiple social network platforms. The dataset was 

divided into training and testing subsets to validate 

the model's accuracy. We implemented the SVM and 

Naïve Bayes algorithms and tested their performance 

based on accuracy, precision, recall, and F1-score 

metrics. The hybrid model combining both 

algorithms showed a significant improvement in 

accuracy compared to using individual classifiers. 

 

During testing, the SVM model achieved an accuracy 

of approximately 92%, while the Naïve Bayes 

classifier reached around 88%. The hybrid approach, 

integrating both models, achieved an overall accuracy 

of 95%. Precision and recall values were also 

significantly higher, indicating the model’s ability to 

correctly identify fake profiles while minimizing 

false positives. 

 

Performance evaluation demonstrated that the system 

is efficient in detecting fake profiles even when faced 

with diverse data patterns and linguistic variations. 

The use of hybrid modelling proved beneficial, as 

SVM effectively handled structured data, while Naïve 

Bayes provided robust analysis for text-based 

features. Continuous model updates based on 

evolving data helped maintain high accuracy rates. 

 

VI. CONCLUSION  

  

In conclusion, the proposed system effectively 

identifies fake profiles on social networks by 

combining machine learning and NLP techniques. 

The integration of SVM and Naïve Bayes algorithms 

significantly enhances detection accuracy, 

outperforming traditional methods. By analysing both 

static and dynamic profile attributes, the system 

demonstrates robustness against evolving fake profile 

tactics. 

Future research could focus on integrating additional 

machine learning models, expanding detection to 

less-studied social networks, and addressing 

emerging challenges as fake profile creators adopt 

new techniques. Ensuring that the system remains 

accurate and relevant is crucial to maintaining online 

security. 

 

Ultimately, our system contributes to the broader goal 

of enhancing social network security by mitigating 

the risks posed by fake profiles. By identifying and 

removing fraudulent accounts, we aim to foster a 

safer and more trustworthy online environment for all 

users. 
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