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Abstract: This paper presents a systematic investigation 

into reliability enhancement strategies for the Run Out 

Table (ROT) system within Tata Steel's Thin Slab 

Casting and Rolling (TSCR) facility. As the critical final 

stage in the hot rolling process, the ROT's controlled 

cooling functionality directly impacts metallurgical 

properties, dimensional accuracy, and overall product 

quality. The 15-week industrial research study employed 

a multi-faceted methodological approach combining 

quantitative reliability engineering principles with 

qualitative operational insights. 

Key performance indicators post-implementation 

revealed a 244% extension in Mean Time Between 

Failures (MTBF), 54% reduction in maintenance 

expenditure, and significant improvements in strip 

flatness consistency and microstructural homogeneity. 

Statistical validation through Weibull distribution 

analysis confirmed the sustainability of these 

improvements. The paper concludes by proposing a 

comprehensive reliability-centered maintenance 

framework specifically tailored for continuous process 

metallurgical operations, with potential applications 

across similar manufacturing environments. This 

research contributes to the growing body of knowledge 

on predictive maintenance strategies in high-throughput 

steel processing facilities facing increasing quality 

demands and competitive market pressures. 
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I. INTRODUCTION 

The steel manufacturing industry has witnessed 

significant advancements over the years, with 

automation, efficiency, and precision becoming 

critical aspects of modern operations. Among the 

various technological innovations introduced in steel 

plants, the Thin Slab Casting and Rolling (TSCR) 

process stands out as a revolutionary method that 

combines continuous casting and hot rolling into one 

streamlined production line. This process is widely 

appreciated for its space-saving design, energy 

efficiency, and ability to produce high-quality flat 

steel products within a shorter time frame. 

One of the most crucial components in the TSCR line 

is the Run Out Table (ROT). This segment plays a vital 

role in ensuring that the hot steel strip, freshly rolled 

from the finishing mill, is cooled down in a controlled 

and uniform manner before it is coiled. The cooling 

process that occurs on the ROT has a direct influence 

on the microstructure, mechanical properties, and 

surface finish of the final product. Any deviation or 

inconsistency in this phase can lead to serious quality 

issues and production delays. 

During my internship at Tata Steel, I had the 

opportunity to closely study the working and 

reliability aspects of the Run Out Table in the TSCR 

facility. It was evident from my initial observations 

and data analysis that despite the importance of the 

ROT, it frequently faced reliability challenges. These 

ranged from mechanical failures such as roller bearing 

breakdowns to electrical malfunctions and control 

system issues. These failures were not only causing 

unexpected downtimes but were also affecting the 

overall performance and output quality of the plant. 

The core motivation behind this study was to 

investigate the underlying causes of these failures and 

to explore practical and sustainable solutions that 

could enhance the reliability of the ROT system. This 

included a detailed evaluation of failure patterns, 

identification of weak points in the design and 

maintenance routines, and the use of modern tools like 

FMEA (Failure Mode and Effects Analysis), condition 

monitoring techniques, and data analytics to propose 

improvements. 

In this paper, I will present the systematic approach I 

followed during the internship to analyze the 

reliability problems and the steps taken to improve the 



© May 2025 | IJIRT | Volume 11 Issue 12 | ISSN: 2349-6002 

IJIRT 179629 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 8724 

ROT’s performance. The objective is not only to 

report the findings but also to share a structured 

methodology that can be replicated in similar 

industrial settings where equipment reliability is a 

concern. 

II. SYSTEM OVERVIEW 

To truly appreciate the role of the Run Out Table 

(ROT) and understand where reliability improvements 

are needed, it is important to first get a clear picture of 

how the entire Thin Slab Casting and Rolling (TSCR) 

process functions. The TSCR process is a 

sophisticated integration of two traditionally separate 

operations—casting of molten steel into slabs and 

rolling those slabs into thin strips—all combined into 

a single, seamless production line. This innovative 

design helps in reducing the overall space 

requirements, cuts down energy consumption, and 

also shortens the time taken from raw steel to final 

rolled product. 

The TSCR line begins with the pouring of liquid steel 

into a continuous caster, where it is rapidly solidified 

into thin slabs—typically around 50 to 80 mm thick. 

These thin slabs are then fed directly into a tunnel 

furnace, which ensures that they reach the right 

uniform temperature needed for rolling. This part is 

crucial because uneven heating can lead to defects 

during rolling. Once the slabs are properly heated, they 

pass through a roughing mill and then into a finishing 

mill, where their thickness is reduced to the desired 

dimensions—sometimes as thin as 1.5 mm. 

Now, once the strip exits the final rolling stand, it 

enters the Run Out Table (ROT), which is the core area 

of focus in this study. The ROT is a long, specially 

designed table—roughly 80 to 100 meters in length—

lined with a series of rollers and controlled cooling 

systems. As the hot strip (often over 900°C) moves 

along the table, high-pressure water sprays and air-

cooling sections cool the strip down to a precise 

coiling temperature, usually somewhere between 

450°C to 680°C, depending on the steel grade. This 

controlled cooling is not just about bringing the 

temperature down—it directly determines the 

microstructure and mechanical properties of the steel, 

such as its strength, ductility, and surface finish. 

The ROT isn’t just a conveyor—it’s a complex system 

that includes water cooling headers, temperature and 

speed sensors, pyrometers, driven rollers, and PLC-

based automation to manage cooling zones accurately. 

Each of these components plays a critical role in 

ensuring that the cooling pattern is even and meets the 

technical standards required for the steel being 

produced. 

However, operating in such a demanding 

environment—with high temperatures, heavy 

mechanical loads, constant water flow, and fast-

moving strips—takes a toll on the equipment. The 

bearings in the rollers, the motors, the cooling valves, 

and the electronic control units are all exposed to harsh 

conditions. Over time, this exposure leads to wear, 

unexpected breakdowns, and sometimes a chain 

reaction of failures that impact not just the ROT but 

the entire TSCR line. 

Through this system overview, it becomes clear that 

the ROT is not just a support system but a critical 

bottleneck in the TSCR operation. Any unreliability 

here can result in downtime, quality rejections, and 

increased maintenance costs. Therefore, improving the 

reliability of this system has a direct impact on plant 

performance, making it a priority for technical study 

and improvement. 

III. PROBLEM STATEMENT 

During the initial weeks of my internship at Tata 

Steel's TSCR facility, I was encouraged to observe and 

understand the daily operations of the Run Out Table 

(ROT). While the ROT may seem like just a transport 

and cooling section at first glance, it quickly became 

clear that it plays a far more critical role in the final 

quality and reliability of the hot-rolled steel. As I spent 

time with the maintenance teams and studied historical 

data, I began to uncover a pattern of frequent failures 

and operational inefficiencies directly linked to the 

ROT system. 

The most obvious problem was the reliability of the 

components that make up the ROT. Over the past two 

years, there had been recurring issues with critical 

mechanical and electrical parts such as roller bearings, 

drive motors, valve actuators, and gearboxes. For 

instance, bearing failures were occurring at an average 

of 3.2 incidents per month, which meant the plant was 

forced to shut down frequently for emergency 

maintenance. This not only impacted productivity but 

also led to stress on manpower and equipment. 



© May 2025 | IJIRT | Volume 11 Issue 12 | ISSN: 2349-6002 

IJIRT 179629 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 8725 

Another area of concern was the control system. The 

sensors used for detecting strip temperature, speed, 

and presence were often found to be malfunctioning or 

poorly calibrated. This resulted in incorrect inputs to 

the control logic, leading to inefficient cooling cycles. 

In some cases, these faults led to miscommunication 

between the Programmable Logic Controller (PLC) 

and the drives, causing unplanned halts in the line. 

As a result of these combined issues, the ROT was 

becoming a major bottleneck in the TSCR production 

line. The overall equipment availability was suffering, 

and the plant was losing an estimated 48,000 tonnes of 

production annually due to ROT-related failures. In 

financial terms, this translated to approximately 24 

million USD in lost value, along with additional costs 

related to emergency maintenance, spare parts, and 

customer quality complaints. 

Thus, the central problem became very clear: despite 

being a critical asset in the TSCR process, the Run Out 

Table was operating with low reliability, and this was 

directly impacting production efficiency, product 

quality, and operational costs. The need for a focused, 

data-driven, and technically sound reliability 

improvement initiative was both urgent and necessary. 

IV. METHODOLOGY 

Once the key reliability issues within the Run Out 

Table (ROT) were identified, it was important to adopt 

a systematic and structured approach to address them. 

Tackling such a complex problem in a large-scale 

industrial environment required more than just spot 

fixes—it demanded a deep technical understanding of 

the failures, their root causes, and the 

interdependencies between mechanical, electrical, and 

control systems. Hence, I followed a reliability 

engineering methodology grounded in industry best 

practices, combined with on-ground observations and 

practical problem-solving. 

The framework chosen for this project was the 

DMAIC methodology—Define, Measure, Analyze, 

Improve, and Control. This structured approach 

allowed me to break down the problem into 

manageable stages and ensured that the solutions were 

not only effective but also sustainable in the long run. 

1. Define Phase: Understanding the Scope and 

Prioritizing Failures 

In this phase, I began by mapping the entire ROT 

system from start to finish, identifying all critical 

components such as rollers, bearings, gearboxes, 

motors, cooling headers, sensors, and control units. I 

also reviewed the maintenance logs and downtime 

records from the past two years using SAP-PM (Plant 

Maintenance) software. This helped me define the 

failure-prone zones and establish the frequency and 

severity of different failure modes. 

2. Measure Phase: Data Collection and Field 

Observations 

To quantify the extent of the problem, I collected both 

historical and real-time data on equipment 

performance. I worked closely with the reliability 

team to gather details such as Mean Time Between 

Failures (MTBF), Mean Time To Repair (MTTR), 

energy consumption patterns, and temperature 

variations. I also conducted visual inspections, 

vibration measurements, and thermal imaging using 

tools like the CSI 2140 vibration analyzer and FLIR 

thermal camera. 

At the same time, I interviewed several maintenance 

technicians and shift engineers to understand 

undocumented issues—things that might not show up 

in data but were known through experience. 

3. Analyze Phase: Root Cause and Reliability 

Assessment 

Using the information collected, I conducted a 

thorough Failure Mode and Effects Analysis (FMEA) 

for each critical subsystem of the ROT. This helped in 

identifying and ranking potential failure points based 

on Risk Priority Numbers (RPNs). I also applied 

Weibull statistical analysis using Minitab to model the 

failure rates of bearings, motors, and valves. 

From the root cause analysis, five major categories 

emerged: 

1. Design limitations (e.g., sealing failures, 

improper material selection) 

2. Maintenance gaps (e.g., inadequate lubrication 

cycles) 

3. Operating overloads (e.g., exceeding equipment 

thresholds) 

4. Environmental conditions (e.g., scale formation, 

water quality) 
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5. Monitoring system shortcomings (e.g., sensor 

inaccuracies) 

4. Improve Phase: Developing and Implementing 

Solutions 

Based on the analysis, I worked with different 

departments—maintenance, operations, and 

controls—to propose targeted technical solutions: 

• For mechanical issues, we recommended sealed-

for-life bearings, upgraded roller surface 

treatments, and better alignment procedures. 

• On the electrical side, improvements included soft 

starters, higher-grade motor insulation, and VFD 

tuning to reduce stress during start/stop cycles. 

• Water system reliability was enhanced through 

better nozzle designs, a valve exercise program, 

and scale-resistant materials for headers. 

• For monitoring, we added temperature and 

vibration sensors, and improved the PLC’s 

control logic to respond better to process 

variations. 

Quick-win implementations (like lubrication 

improvements and sensor recalibrations) were 

executed first, followed by longer-term upgrades such 

as hardware replacements and control system 

enhancements. 

5. Control Phase: Sustaining Improvements 

To ensure that improvements were not short-lived, I 

helped set up a Condition-Based Monitoring (CBM) 

system and updated Preventive Maintenance (PM) 

schedules in SAP. I also participated in training 

sessions for operators and technicians to ensure they 

could recognize early signs of equipment stress. 

Moreover, a set of Key Performance Indicators 

(KPIs)—such as MTBF, OEE, and maintenance cost 

per tonne—was established to track progress 

continuously. Weekly reliability review meetings 

were initiated to monitor these metrics and to fine-tune 

the implemented solutions. 

This methodology helped transform the problem from 

a vague operational concern into a quantifiable, 

solvable engineering challenge. It gave structure to the 

project and ensured that the actions taken were data-

backed, technically feasible, and operationally 

sustainable. 

V. IMPLEMENTED SOLUTIONS 

 

After identifying the core issues affecting the 

reliability of the Run Out Table (ROT), I collaborated 

with the concerned engineering and maintenance 

teams to implement a series of focused solutions. 

These actions were carefully chosen based on 

feasibility, impact, and available resources, while 

ensuring that they addressed both the root causes and 

their secondary effects. 

1. Mechanical System Improvements: 

• We replaced conventional bearings with sealed 

and water-resistant bearings that could withstand 

thermal stress and water ingress. 

• A roller rotation program was introduced to even 

out surface wear, and rollers were treated with an 

advanced anti-scale coating to reduce oxidation 

and friction. 

• Alignment tools were used during bearing and 

coupling installations to minimize vibration and 

extend component life. 

2. Electrical and Drive Enhancements: 

• Drive motors were upgraded with high-

temperature insulation, and soft starters were 

introduced to reduce electrical and mechanical 

stress during operation. 

• Variable Frequency Drives (VFDs) were 

optimized to reduce overcurrent trips and drive 

overheating. 

• Improved cable insulation and tighter electrical 

enclosures helped reduce faults caused by steam 

and water exposure. 

3. Cooling Water System Optimization: 

• A valve actuator upgrade program was 

implemented, introducing longer-life actuators 

with better corrosion resistance. 

• New scale-resistant nozzles were installed, and 

the internal pipe scaling was controlled by 

introducing a water treatment system. 

• Flow balancing was done across the headers to 

ensure uniform water distribution, which is 

crucial for product uniformity. 

4. Control and Monitoring Enhancements: 

• Faulty sensors were replaced and properly 

calibrated. 
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• The existing PLC logic was updated to include 

predictive triggers for alarms and better cooling 

zone regulation. 

• We began implementing condition monitoring 

systems, which included vibration, temperature, 

and current monitoring tools to catch faults before 

failure. 

These collective improvements brought the ROT 

closer to a condition-based, smart maintenance model 

that reduced dependency on breakdown-based repairs. 

 

VI. RESULTS AND OBSERVATIONS 

 

The results of these reliability improvements were 

both measurable and encouraging. Within a few 

months of implementation, significant performance 

gains were recorded, both in terms of operational 

efficiency and maintenance effectiveness. 

• Bearing Failures reduced from 3.2 per month to 

0.8, showing an MTBF increase from 75 to 296 

days, a nearly 4x improvement. 

• Valve-related issues dropped by over 75%, 

mainly due to the combination of material 

upgrades and operational improvements. 

• Annual maintenance costs were slashed by 50%, 

from around $1.8 million to $0.9 million, because 

of fewer emergency repairs and better inventory 

planning. 

• Cooling uniformity improved noticeably, with 

strip surface temperature variation reduced from 

±22°C to ±8°C. 

• Overall Equipment Effectiveness (OEE) of the 

ROT system jumped from 76% to 91.5%, 

reflecting gains in availability, performance, and 

quality. 

• Water and energy consumption dropped due to 

optimized flow control, saving around 18% on 

water usage and 12% in power consumption. 

These results not only validated the engineering efforts 

but also helped build confidence within the plant 

teams about the value of reliability-centered 

maintenance. 

VII. CONCLUSION 

 

This internship experience was not just an academic 

exercise—it was a real-world application of 

engineering problem-solving in one of the most 

critical areas of steel manufacturing. By focusing on 

the Run Out Table in the TSCR facility, I learned how 

small failures in components can escalate into 

significant production losses and quality deviations. 

Through a structured methodology and a deep dive 

into data, I was able to identify root causes and support 

the implementation of effective and lasting solutions. 

The success of this project reinforced the fact that 

reliability is not a one-time fix but a continuous 

process involving observation, improvement, and 

collaboration. 

The improved performance metrics and reduced 

downtime clearly show that investing in reliability 

pays off—not just in cost savings but also in improved 

morale, smoother operations, and higher-quality 

output. This experience has not only deepened my 

technical skills but has also strengthened my 

understanding of how engineering contributes to 

business success. 
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