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Abstract—As Artificial Intelligence (AI) becomes deeply 

embedded in everyday life, understanding its ethical 

implications is no longer limited to computer science 

students. All students must be equipped to critically 

engage with the social, moral, and legal impacts of AI 

technologies. For computer science/Artificial intelligence 

students, ethical knowledge ensures that they design and 

deploy AI systems responsibly, keeping fairness, 

transparency, and human well-being at the core. 

Students who have not taken up Computer Science or 

Artificial Intelligence as a subject can be future 

professionals, leaders, and citizens whose understanding 

of AI ethics fosters informed decision-making, digital 

literacy, and the ability to question and influence how AI 

is used in their fields and communities. Integrating AI 

ethics across disciplines empowers all learners to 

navigate and shape an AI-driven world with awareness, 

responsibility, and human values. 

Artificial Intelligence is swiftly transforming the field of 

education by enhancing personalized learning, 

improving efficiency, and increasing accessibility. Yet, 

these advantages are accompanied by significant 

challenges. Most notably, the need to establish clear, 

ethical and practical guidelines for its responsible use in 

schools. Teaching the ethical implications of AI to senior 

secondary students is essential because AI influences 

their daily lives from social media to education and 

future careers.  

Based on UNESCO recommendations and various 

government policies, the curriculum design framework 

can incorporate the following core values and principles:  

 

I. ACCOUNTABILITY - OWNING THE 

OUTCOME 

 

AI may seem like it makes decisions on its own, but 

behind every AI system are humans who create, train, 

and use it. When something goes wrong, like an AI 

wrongly rejecting a job application, misidentifying a 

face, or giving harmful advice-someone must take 

responsibility. 

As future AI users, creators, or leaders, students need 

to understand that: 

• Technology should serve people, not replace 

responsibility. 

• If something goes wrong (like a wrong 

prediction, unfair result, or biased decision), 

a real person must step up and fix it. 

• It is about doing what is right, even when the 

system is complex or automated. 

Example: AI marks essays but gives low grades to 

students who write in a different style. Some students 

maybe unfairly judged. The school or AI company 

must explain and correct the issue. 

Before using AI, we must ask: Who is responsible for 

what? Keep track of how decisions were made by the 

AI. Always have a person involved in important 

decisions, like hiring, grading, or discipline. 

 

AI should not replace human responsibility. It should 

support it. If you build or use AI, you should also be 

ready to stand by its actions, own the outcome, and fix 

mistakes. 

 

II. HUMAN OVERSIGHT - STAYING IN 

CONTROL OF AI 

 

Human oversight means that even though AI can do 

amazing things, humans should always oversee how it 

is used and what decisions it makes. AI can help us but 

it should not replace human thinking, judgment, or 

responsibility. 

AI is fast and efficient, but it does not understand 

emotions, context, or values the way humans do. It can 

make mistakes, especially if it is trained on poor or 

biased data. It cannot take moral or ethical decisions 

on its own. 

So, humans must always monitor what the AI is doing, 

intervene when something goes wrong and decide 

whether to trust the AI output. 

Example: AI gives a student a low score for university 

admission. It may have made this decision based on 
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past patterns whereas a counsellor may see potential 

the AI missed like personal growth or hardship. 

AI could wrongly punish or exclude someone. AI does 

not understand special cases or exceptions. People 

may believe the AI is always right and ignore better 

solutions. 

Students in the Classroom should learn to question the 

AI answers and not just accept it. Students should 

understand the importance of including a human 

checkpoint or feedback step while building an AI 

model. 

 

AI should assist and not replace human wisdom. Even 

the smartest AI needs human eyes, hands, and hearts 

to guide it. Human oversight keeps technology safe, 

fair, and ethical. 

 

III. TRANSPARENCY AND INTERPRETABILITY 

 

Transparency means being open about how an AI 

system works, what data it uses, and how it makes 

decisions. 

Interpretability means being able to explain in simple 

terms why the AI gave a particular result or output. 

Together, they make AI less of a black box and more 

like a clear window where you can see what is 

happening inside. 

Students should understand that without transparency 

and interpretability: 

• People cannot understand or challenge AI 

decisions. 

• It is easy to hide bias or errors. 

• It becomes hard to trust or improve the AI. 

Example: Facial Recognition System flags someone as 

absent. Transparency helps understand how it matches 

faces.  Interpretability can explain the AI output. 

When AI is not transparent or interpretable bias can go 

unnoticed, mistakes may not be challenged. Also, 

developers and users can avoid responsibility. 

 

If you cannot explain it, you cannot trust it. 

 

IV. DATA PRIVACY 

 

Data privacy means keeping your personal 

information safe and used only with your permission. 

When AI systems collect, store, or analyse data about 

people, they must respect their privacy. AI systems 

learn from large amounts of data to make decisions, 

give suggestions, or solve problems. 

This data might include your name, age, or location, 

what you search, watch, or like online, your photos, 

voice recordings, or even facial expressions, health, 

academic, or financial records. 

Example: Students use various online learning 

platforms. They share their names, grades, learning 

habits. This data along with their performance should 

not be shared without consent. 

As digital natives, students constantly interact with 

apps, games, search engines, and school platforms, all 

of which may use AI. 

Students should always be aware of: 

• Who is collecting their data? 

• What are they using it for? 

• Do students have a choice to opt out? 

• Is the data being stored safely? 

A responsible AI system should ask for permission 

before collecting personal data (informed consent), 

encrypt and protect stored data from hackers, only 

collect what is necessary, allow you to delete or update 

your data and be transparent about how your data is 

used 

Students should be advised to: 

• Read privacy settings on apps and tools, do 

not just click “Accept All” 

• Use strong passwords and two-step 

verification 

• Think twice before sharing personal 

information, especially on public platforms 

• Ask teachers or parents if you are unsure 

about a tool’s privacy 

• Be mindful of how much you share, 

especially with AI assistants or chatbots. 

Learning about data privacy now helps you become a 

responsible digital citizen and a wise user (or creator) 

of AI. 

 

V. RELIABILITY, ROBUSTNESS, AND 

SECURITY IN AI 

 

An AI system is reliable if it works consistently and 

correctly every time. It should give similar results in 

similar situations. 

An AI is robust if it keeps working even when 

something unexpected happens. It should not crash or 

freeze in case there is a small change in input. 
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AI systems should be secure so that hackers do not 

misuse them. The system should protect data, prevent 

fake inputs, and stop people from tricking it. 

Example: Attendance Scanner stops working in poor 

lighting. The system should be trained with diverse 

images and lighting conditions. 

Students should be aware of the following good 

practices in Reliable, Robust, and Secure AI: 

• Test the AI on different kinds of users and 

inputs 

• Check how it behaves when something goes 

wrong  

• Use cybersecurity measures like encryption 

and authentication 

• Keep improving the model to handle new 

situations or data types 

 

A truly useful AI is one you can trust, that stays strong 

even under pressure, and that keeps your data and 

your experience safe. 

 

VI. FAIRNESS 

 

Fairness means that AI systems should be unbiased 

and just, giving everyone a fair chance no matter who 

they are, whether it is based on gender, skin colour, 

language, background, religion, or beliefs. 

AI learns from data. If the data it learns from is unfair 

or biased, the AI system will also learn those biases. 

Students can do the following to support fair AI: 

• Check the diversity of the data 

• Test the models to check if AI treats fairly. 

• If a system seems unfair, it should not be 

accepted rather a discussion should be 

initiated. 

Fair AI is not automatic. It is something we must 

actively work towards by understanding bias, 

questioning data, and caring about people. 

 

Students can help build a future where AI treats 

everyone with fairness and respect. 

 

VII. INCLUSION AND PARTICIPATION 

 

Inclusion and participation mean that everyone 

regardless of background, ability, gender, or identity 

should be considered and included when AI systems 

are designed, developed, and used. It is also about 

making sure people have a voice in how AI affects 

their lives and that no one is left out or unfairly treated. 

As future creators and users of AI, students must: 

• Understand that different people have 

different needs 

• Learn to include voices that are often unheard 

• Design AI that works well for everyone, not 

just a few 

Example: Voice Assistants do not understand accents 

or different languages. 

AI should not only be smart, but it should also be fair, 

kind, and built with everyone in mind. 

 

When inclusion and participation are at the heart of 

AI design, we create technology that does not just 

work, it works for all. 

 

VIII. SUSTAINABILITY 

 

Sustainability means creating AI in a way that does not 

harm the planet, the economy, or people's well-being 

now or in the future. 

Just like we care about recycling, saving energy, and 

protecting nature, we also need to think about how AI 

systems affect the environment, society, and future 

generations. 

AI might seem invisible, but training and running AI 

models requires massive computer power, data 

centers, electronic devices and hardware. 

All of this can lead to high carbon emissions, E-waste 

from discarded tech, unequal access to AI benefits 

(some regions benefit, others are left out). 

Example: Large AI models (like ChatGPT or image 

generators) use huge amounts of electricity, sometimes 

more than an entire town. 

Students are part of the digital generation. They need 

to understand that a sustainable AI system: 

• Minimizes energy use and carbon footprint 

• Works efficiently on smaller devices, not just 

supercomputers 

• Avoids unnecessary or wasteful processing 

• Promotes social good—like education, 

health, or climate action 

• Is accessible and useful for all, not just the 

privileged few 

Sustainable AI means smart choices today for a better 

world tomorrow. 
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True progress happens when technology and the 

planet grow together, not against each other. 

 

IX. CONCLUSION 

 

Understanding AI ethics helps students think critically, 

protect their rights and privacy, and make responsible 

decisions as future creators, users, or leaders in a tech-

driven world. It also supports democratic values like 

fairness, inclusion, and accountability. By learning to 

question and evaluate the impact of AI, students are 

better prepared to shape a future where technology 

serves society ethically and wisely. 

Teaching AI ethics builds digital citizenship, helping 

students understand their role in a world increasingly 

influenced by algorithms. It encourages dialogue on 

power, responsibility, and transparency in technology. 

As AI continues to evolve, students must be prepared 

not only to adapt to it but to question its impact, 

contribute to ethical solutions, and ensure it aligns 

with human values and social good. Starting this 

conversation in school fosters a future where 

technology and humanity grow together responsibly. 
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