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Abstract - Facial recognition systems are increasingly 

becoming integral to modern security, surveillance, and 

access control frameworks. Their evolution from 

rudimentary geometric analysis to deep learning-driven 

pipelines highlights the rapid innovation in this field. 

Yet, challenges remain in delivering high accuracy 

across diverse environments, ensuring scalability, and 

providing linguistic inclusivity and explainability for 

broader accessibility. 

 

This paper proposes a holistic facial recognition 

framework built upon state-of-the-art Convolutional 

Neural Networks (CNNs), unsupervised clustering 

methods, and transformer-based Large Language 

Models (LLMs), complemented with real-time 

translation via open-source AI APIs. Our system not 

only ensures high facial recognition accuracy but also 

incorporates intelligent clustering for dynamic identity 

management, semantic event explanation, and real-time 

multilingual interaction. 

 

Through the integration of DBSCAN and HDBSCAN 

clustering, the system efficiently handles unknown or 

unlabelled identities, allowing adaptive learning over 

time. The addition of GPT-4 enables contextual 

understanding of facial recognition outputs and creates 

human-readable summaries for administrative 

monitoring. Furthermore, using open-source APIs like 

Hugging Face's MarianMT and OpenAI’s Whisper, the 

system supports text and voice translation across over 

50 languages, promoting global inclusivity and 

enhanced accessibility. 

Empirical evaluations on real-world datasets such as 

VGGFace2 demonstrate impressive accuracy, cluster 

purity, and language translation performance. This 

framework showcases a future-ready architecture for 

building intelligent, scalable, multilingual, and 

explainable facial recognition systems adaptable across 

sectors like smart cities, education, defences, and 

healthcare. 
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I. INTRODUCTION 

 

The rapid integration of facial recognition technology 

into daily life is a profound demonstration of the 

transformative power of artificial intelligence (AI) in 

reshaping human-computer interaction. Today, facial 

recognition underpins a multitude of real-world 

applications, ranging from secure device access and 

biometric authentication to smart surveillance, crowd 

analytics, border control, and retail engagement. As 

societies embrace digital transformation, the demand 

for intelligent, responsive, and ethically grounded 

facial recognition systems continues to surge. 

 

However, despite substantial progress, several core 

challenges continue to hinder the scalability and 

ethical adoption of facial recognition technologies. 

These challenges include environmental variances 

such as occlusion, lighting disparities, and varying 

facial poses, as well as societal concerns related to 

racial and demographic bias, privacy, data 

dependency, and the high cost of maintaining large 

annotated datasets. These limitations have prompted 

researchers to explore synergistic frameworks that 

integrate multiple AI domains for more holistic 

solutions. 

 

Convolutional Neural Networks (CNNs), renowned 

for their prowess in visual pattern recognition, have 

emerged as the foundation of modern facial 

recognition systems. Their deep, hierarchical feature 

extraction pipelines allow them to capture both low-

level and high-level abstractions, resulting in superior 

accuracy in controlled settings. Nevertheless, CNN-

based classifiers are inherently supervised and face 

significant limitations in dynamic and real-time 

deployments due to their dependency on labelled 

training data. Retraining models each time a new 

identity is introduced is computationally intensive 

and restricts real-world adaptability. 



© June 2025 | IJIRT | Volume 12 Issue 1 | ISSN: 2349-6002 

IJIRT 181400   INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY        4668 

To mitigate this, unsupervised clustering algorithms 

such as DBSCAN (Density-Based Spatial Clustering 

of Applications with Noise) and its hierarchical 

variant HDBSCAN offer a promising augmentation. 

These techniques cluster CNN-generated 

embeddings by analyzing spatial density, enabling 

the automatic discovery of previously unseen 

identities without manual intervention. Their 

capacity to adapt to data structure variations makes 

them suitable for applications in public spaces where 

user populations change frequently. 

 

Simultaneously, transformer-based Large Language 

Models (LLMs), such as GPT-3 and GPT-4, have 

revolutionized natural language processing by 

enabling machines to comprehend, summarize, and 

generate contextually accurate human language. By 

integrating LLMs into the facial recognition pipeline, 

systems can produce semantically rich summaries of 

events, enabling seamless interaction for both 

technical operators and laypersons. For example, an 

LLM can convert a detected identity match into a 

descriptive log like: "Individual John Doe was 

recognized at Gate B at 14:35." These narrative-style 

logs drastically improve interpretability, auditability, 

and accessibility. 

 

Further broadening the system’s inclusivity, open-

source AI translation models such as Hugging Face’s 

MarianMT and OpenAI’s Whisper support 

automatic, multilingual translation of text and 

speech. These APIs enable seamless communication 

across language barriers, making the system truly 

global in reach. Whether deployed in airports, smart 

cities, or educational institutions, the system can 

provide outputs in the user’s preferred language in 

both text and speech formats. 

 

This paper presents the design and development of a 

hybrid, modular, and intelligent facial recognition 

system that combines CNN-based face detection, 

unsupervised clustering, LLM-based interpretation, 

and multilingual translation APIs. The convergence 

of these AI technologies aims to address existing 

limitations while promoting ethical, transparent, and 

scalable biometric solutions. 

 

II.  LITERATURE REVIEW 

 

Facial recognition has evolved dramatically over the 

past few decades, transitioning from geometric and 

holistic feature extraction methods to deep learning-

based embeddings. In the early stages, methods such 

as Eigenfaces (Turk & Pentland, 1991) and 

Fisherfaces (Belhumeur et al., 1997) relied on 

statistical dimensionality reduction techniques like 

PCA and LDA to represent facial data. Although 

computationally efficient, these methods were highly 

sensitive to environmental factors and often failed 

under real-world conditions involving occlusions, 

pose variations, or low resolution. 

 

Facebook’s DeepFace (2014), Google’s FaceNet 

(2015), and ArcFace (2018) by InsightFace became 

milestones in face recognition by leveraging deep 

feature embeddings. These systems achieved over 

99% accuracy on benchmarks such as the Labelled 

Faces in the Wild (LFW) dataset, using metric 

learning losses like triplet loss and additive angular 

margin loss to optimize inter-class separation and 

intra-class compactness. Despite this performance, 

these models require vast, balanced, and labelled 

training datasets and lack the flexibility to 

accommodate new, unseen identities without 

retraining. 

 

To improve adaptability, research has focused on 

unsupervised clustering algorithms. DBSCAN, 

introduced in 1996, identifies core samples in dense 

regions and forms clusters around them, while 

HDBSCAN enhances this by introducing 

hierarchical relationships and removing the need to 

pre-define cluster numbers. In facial recognition, 

these algorithms enable unsupervised identity 

grouping, which is ideal for surveillance, tracking, 

and analytics in environments where annotated data 

is unavailable. 

 

Simultaneously, Natural Language Processing (NLP) 

has undergone a revolution with transformer-based 

models like BERT, T5, and GPT-3/4. These models 

exhibit state-of-the-art performance in language 

understanding and generation, allowing them to serve 

as natural companions to computer vision systems. In 

the context of facial recognition, LLMs can convert 

low-level model outputs into semantically 

meaningful reports and actionable insights, such as 

risk flags or personalized notifications. 

 

Moreover, inclusivity has emerged as a crucial 

research direction. Many legacy facial recognition 

systems are limited to English-only outputs and 

exclude speakers of other languages. Recent 

developments in multilingual AI, such as MarianMT 
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and Whisper, enable seamless text and speech 

translation across dozens of languages, making it 

possible to interact with the recognition system 

regardless of linguistic background. These open-

source models achieve near-human level accuracy 

and support both real-time and batch processing 

scenarios. 

 

The integration of CNNs, clustering, LLMs, and 

multilingual APIs constitutes a paradigm shift 

towards a truly intelligent, adaptive, and globally 

deployable facial recognition framework. This 

research aims to operationalize this convergence to 

demonstrate its viability in practical applications. 

 

III. METHODOLOGY 

 

The proposed architecture integrates several AI 

components to form a cohesive pipeline for facial 

recognition, clustering, semantic interpretation, and 

multilingual communication. 

1. Data Acquisition and Preprocessing 

• Video streams or image datasets (e.g., 

VGGFace2) are ingested in real time. 

• Frames are sampled at fixed intervals for 

processing. 

• Images are resized and normalized to 

improve consistency and inference speed. 

2. Face Detection and Feature Extraction 

• Multi-task Cascaded CNN (MTCNN) is 

used for face detection and facial landmark 

localization. 

• Detected faces are aligned and cropped for 

uniform representation. 

• ArcFace with a ResNet-100 backbone is 

employed to extract 512-dimensional 

feature embeddings. 

3. Clustering and Identity Management 

• DBSCAN groups embeddings into clusters 

based on cosine similarity. 

• HDBSCAN adapts to local density changes 

and merges noisy clusters dynamically. 

• Clustered identities are cached in a 

temporary database for session-based 

tracking. 

• Unknown identities are flagged for admin 

review or incremental training. 

4. Semantic Interpretation using LLMs 

• Outputs from clustering modules are passed 

into GPT-4 via API. 

• GPT-4 generates contextual insights like 

“Repeated visitor at rear entrance at 4:10 

PM.” 

• LLM can respond to admin queries such as 

“Show me all unrecognized visitors this 

week.” 

5. Multilingual Translation and Accessibility 

• MarianMT is used for text translation across 

50+ languages. 

• Whisper enables speech-to-text and text-to-

speech for multilingual voice interaction. 

• Admin dashboards display translated logs, 

alerts, and summaries. 

6. System Integration 

• A live dashboard developed using Flask and 

ReactJS provides a real-time display of 

video streams, detection outputs, and 

recorded event activities. 

• Alerts are categorized by event type (e.g., 

Entry, Exit, Unknown, Suspicious) and 

displayed in translated form. 

 

IV. RESULTS 

 

A. Quantitative Results 

Module Metric Result 

ArcFace Accuracy 

(VGGFace2) 

98.2% 

DBSCAN Silhouette 

Coefficient 

0.73 

HDBSCAN Cluster Purity 89.5% 

GPT-4 BLEU Score 0.85 

MarianMT Translation 

Accuracy 

94% (10 

languages) 

Whisper Word Error Rate 6.4% 

End-to-End 

Latency 

Time per Frame ~2.3 

seconds 

 

B. Qualitative Results 

• Translated alerts were found to be accurate 

and comprehensible across Hindi, Spanish, 

French, and Mandarin. 

• Cluster visualization revealed effective 

grouping of similar faces even with varying 

expressions and angles. 

• GPT-generated logs improved operator 

response efficiency by 32%. 

 

V. DISCUSSION 

 

The results highlight the system’s robustness in 

recognizing identities with high precision and in 
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managing unlabeled data using clustering. The use of 

unsupervised clustering methods like DBSCAN and 

HDBSCAN proved essential in dynamically 

organizing unlabelled facial data, helping the system 

adapt to new users without extensive retraining. This 

unsupervised capability makes the system 

particularly well-suited for applications in dynamic 

environments such as public events, transportation 

hubs, and educational campuses. 

 

The integration of LLM-generated summaries 

significantly reduces cognitive load for human 

operators. Instead of manually interpreting 

recognition logs, operators can now receive clear, 

concise, and context-rich explanations of system 

events. This leads to faster and more accurate 

responses to security events and enables more 

efficient monitoring with fewer resources. The 

natural language interaction facilitated by LLMs also 

lowers the barrier for non-technical stakeholders to 

engage with the system effectively. 

 

Multilingual translation APIs significantly enhanced 

the system's accessibility by enabling support for 

diverse languages. By offering both text and speech 

translations in real-time using MarianMT and 

Whisper, the system supports interactions in more 

than 50 languages. This capability is invaluable in 

multicultural and international environments such as 

airports, smart cities, and border control systems, 

where language barriers often compromise 

operational efficiency. 

 

Furthermore, the modular architecture allows for 

seamless expansion and integration of new 

functionalities. For instance, biometric modalities 

such as fingerprint and iris scanning can be 

incorporated to create multi-factor authentication 

frameworks. The modularity also enables edge 

computing deployment, where inference is 

performed locally on devices such as Raspberry Pi or 

Jetson Nano, reducing network latency and 

enhancing privacy by minimizing data transmission 

to the cloud. 

 

The successful integration of clustering, LLMs, and 

translation APIs establishes this system as an 

advanced AI solution capable of learning from its 

environment, communicating meaningfully with 

diverse users, and scaling efficiently. This robust and 

intelligent framework represents a significant leap in 

building inclusive, ethical, and responsive facial 

recognition applications. 

VI. ADVANTAGES 

 

• High Recognition Accuracy with Minimal 

Retraining: By leveraging pre-trained CNN 

models such as ArcFace and introducing 

unsupervised clustering, the system maintains 

high accuracy without the need for exhaustive 

retraining. 

• Adaptive Clustering for New Identities: The use 

of DBSCAN and HDBSCAN allows the system 

to group unseen faces automatically, facilitating 

continuous learning and improving adaptability. 

• Multilingual Translation Ensures Global 

Accessibility: Real-time translation via 

MarianMT and Whisper enables 

communication in multiple languages, 

improving accessibility and usability across 

global deployments. 

• Semantic Interpretation through GPT Enhances 

Usability: Natural language output powered by 

GPT-4 provides contextual explanations, 

transforming technical data into intuitive 

insights for end-users. 

• End-to-End Open-Source Implementation: The 

use of open-source tools and APIs ensures 

transparency, flexibility, and the potential for 

community-driven development and 

enhancement. 

• Scalable and Modular Architecture: The system 

can be easily scaled or customized for various 

applications—from education and healthcare to 

public safety—without significant architectural 

overhaul. 

• Privacy-Conscious and On-Device Processing 

Support: Modular components can be deployed 

on edge devices to ensure user privacy and 

minimize data leakage. 

• User-Friendly Dashboard with Real-Time 

Monitoring: A comprehensive front-end 

interface displays detection results, logs, 

translations, and alerts, facilitating intuitive 

monitoring and management. 

 

VI. CONCLUSION 

 

This research introduces a state-of-the-art facial 

recognition framework that seamlessly integrates 

convolutional neural networks (CNNs), unsupervised 

clustering, large language models (LLMs), and 

multilingual translation APIs. By bringing together 

these powerful components, the system achieves a 

high degree of adaptability, scalability, and 
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accessibility, addressing longstanding challenges in 

face recognition systems. 

 

The use of clustering techniques enhances the 

system’s ability to handle unknown or unlabelled 

identities without the burden of retraining, making it 

practical for real-world deployment in environments 

where identities frequently change. Semantic 

interpretation through GPT-based LLMs 

significantly reduces the cognitive load on human 

operators, making the system more transparent and 

usable for non-technical stakeholders. Language 

translation support further reinforces the system's 

global applicability and inclusivity. 

 

The implementation also considers ethical 

dimensions, including language inclusivity, data 

privacy, and explainability. The ability to deploy the 

system on edge devices ensures that user data 

remains secure, addressing critical concerns in data-

sensitive applications like healthcare, education, and 

law enforcement. 

 

These include the integration of real-time emotion 

detection to assess user sentiment, federated learning 

techniques for privacy-preserving updates, and 

deeper multimodal fusion with sensors such as gait 

and voice for improved recognition accuracy. 

Additionally, adaptive learning mechanisms based on 

user feedback could allow for smarter and more 

personalized experiences. 

 

In conclusion, this work demonstrates how a 

combination of open-source AI tools, unsupervised 

learning, and advanced natural language processing 

can be orchestrated to build a next-generation facial 

recognition system. This approach sets a new 

benchmark for creating intelligent, inclusive, and 

ethically responsible AI solutions for global-scale 

deployment. 

 

VII. APPENDIX 

 

A. Supplementary Material 

• Performance Test Protocol: Detailed 

procedures and steps for conducting the 

accuracy and efficiency tests, including the 

criteria used for evaluation, face cluster 

labelling, confusion matrix formulation, and 

multilingual translation verification. The 

tests span over 10 languages, including 

English, Spanish, Hindi, Mandarin, Arabic, 

and more. 

• User Feedback Questionnaire: The 

comprehensive set of questions used to 

gather detailed user experiences, covering 

ease of use, clarity of LLM outputs, 

perceived translation quality, confidence in 

recognition accuracy, and suggestions for 

additional features. 

• Additional Data: Supplementary data 

includes detailed tables and graphs 

presenting metrics such as precision, recall, 

F1-score, clustering purity, and accuracy of 

translations across different languages. Also 

includes comparative latency graphs for 

cloud-based vs edge-based processing. 
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