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Abstract—Diabetes is a chronic condition affecting 

millions worldwide, making early and accurate diagnosis 

essential for effective management. Traditional 

diagnostic methods are often time-consuming and 

susceptible to human error. However, advancements in 

machine learning (ML) and deep learning (DL) have 

revolutionized disease detection, enabling automated, 

efficient, and precise diabetes diagnosis. This paper 

explores various ML and DL models, including decision 

trees, support vector machines (SVMs), convolutional 

neural networks (CNNs), and recurrent neural networks 

(RNNs), for diabetes prediction. It examines key 

datasets, feature selection techniques, and performance 

metrics to evaluate model effectiveness. Additionally, the 

study discusses the benefits and challenges of AI-driven 

diagnostic tools, emphasizing the need for robust, 

interpretable, and clinically validated models for real-

world healthcare applications. 
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I. INTRODUCTION 

 

Diabetes is a chronic condition characterized by 

persistently elevated blood sugar levels. In 2017, an 

estimated 6.28% of the global population had diabetes, 

with projections indicating a rise to 10.1% by 2030. 

One of the most severe complications of diabetes is 

cardiovascular disease (CVD), which is the leading 

cause of mortality among individuals aged 20 to 79, 

accounting for one in every nine deaths. [4] Type 2 

diabetes, in particular, significantly impacts vital 

organs, including the cardiovascular system, nerves, 

eyes, kidneys, and blood vessels. 

 

CVD remains a major public health concern, both in 

India and globally. In 2022, it was responsible for over 

27.6 million deaths worldwide, accounting for nearly 

28.1% of all fatalities. This underscores the urgent need 

for reliable prediction systems to enable early diagnosis 

and intervention. Traditional diabetes diagnostic 

methods fail to fully account for its complexity, 

including genetic predisposition, metabolic variability, 

environmental factors, and lifestyle influences. [6] 

These approaches often lead to underdiagnosis, 

misclassification, and delayed intervention due to rigid 

cutoff values that overlook patient-specific variables 

such as age, ethnicity, comorbidities, and genetic 

diversity. [1] To address these limitations, researchers 

are developing advanced diagnostic tools that integrate 

data-driven methodologies, predictive modelling, and 

multi-dimensional health data, including biochemical 

markers. 

 
Machine learning (ML) and deep learning (DL) offer 

transformative potential in diabetes diagnosis by 

processing vast, heterogeneous datasets and identifying 

complex, non-linear relationships that traditional 

statistical methods often miss. Modern clinical practice 

generates extensive longitudinal health data from 

electronic health records (EHRs), lab reports, 

medication histories, continuous glucose monitoring 

(CGM), imaging studies, and wearable sensors 

tracking sleep, heart rate variability, and physical 

activity. [3] Unlike conventional diagnostic criteria that 

rely on static glucose measurements, ML algorithms 

capture real-time patterns, analyse the intricate 

interactions of genetic, metabolic, behavioural, and 

environmental factors, and generate personalized 

diagnostic profiles. Given these capabilities, ML and 

DL-driven research is crucial for overcoming current 

diagnostic limitations and improving early detection 

and personalized management of diabetes. [7] 

 
The effectiveness of AI-based diabetes diagnosis and 

CVD risk prediction systems is measured using key 

performance metrics, including accuracy, precision, 

recall, F1-score, and the area under the receiver 
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operating characteristic curve (AUC-ROC). [8] 

Research indicates that deep learning models—

particularly Convolutional Neural Networks (CNNs) 

and Long Short-Term Memory (LSTM) networks—

outperform traditional methods, with some achieving 

AUC-ROC values exceeding 90%. These 

advancements demonstrate AI's potential to 

revolutionize diabetes diagnostics by providing more 

precise and efficient screening tools. 

 

To further enhance predictive accuracy, the proposed 

CRU-Net model is evaluated using sensitivity, 

specificity, and accuracy metrics. This model employs 

cascaded deep neural networks to analyse critical risk 

factor variables and predict the likelihood of CVD in 

diabetic patients. [9] By leveraging deep learning, 

CRU-Net aims to improve early detection and enable 

timely medical interventions, ultimately reducing 

diabetes-related complications and mortality. 

 

II. EASE OF USE 

 

A. Architecture Overwview 

CRU-Net enhances the traditional encoder-decoder 

architecture with a dual-decoding technique, tripling 

the channels for improved segmentation. The encoder 

compresses data, while the dual-decoder processes 

feature more comprehensively. [10] By balancing 

computational efficiency and performance, CRU-Net 

achieves high accuracy in vascular segmentation while 

minimizing resource consumption. [5] 

 

Key innovations include: 

• Improved Convolutional Block (ICB): Enhances 

feature extraction at every layer. 

• Lightweight Multi-Scale Attention Fusion 

(LMAFF): Strengthens vascular structure 

detection via enhanced skip connections. 

• Feature Refinement Module (FRM): Reduces noise 

and refines key features for better accuracy. 

• Optimized Up-sampling & Down-sampling: 

Replaces max pooling with convolution-based 

down-sampling (2×2 kernel, stride 2) for efficient 

feature extraction. 

• Multi-Layer Fusion: Merges outputs across scales, 

weighted and processed via a Sigmoid function, 

improving segmentation precision. 

B. Lightweight Multi-scale Attention Fusion (LMAF) 

The LMAFF module significantly improves skip 

connections and feature extraction in deep learning, 

particularly for medical image segmentation of blood 

vessels. 

 
Key Functions and Contributions: 

• Skip Connections: Directly transfer essential 

features from the encoder to the decoder, 

preventing information loss during compression. 

• Multi-scale Feature Extraction: Captures both fine 

details (small vessels) and larger structures by 

processing features at different scales. 

 
Core Components: 

1. Dilated Convolutions: Expand the receptive field 

without increasing parameters, improving spatial 

context understanding. 

2. Spatial Attention Module (SAM): Focuses on key 

vascular structures by assigning higher weights to 

relevant features. 

3. Squeeze-and-Excitation (SE) Module: Enhances 

important features by adjusting channel-wise 

weights through a 1×1 convolution. 

 
Optimization Techniques: 

• Dynamic Dilation Rates: Adapt feature extraction 

granularity based on skip connection levels. 

• Channel Concatenation: Merges outputs from 

different scales and attention mechanisms, 

enriching spatial and contextual details. 

 
[11] By integrating multi-scale, attention-driven 

convolutions, LMAFF refines skip connections, 

leading to more precise and robust segmentation of 

complex structures like blood vessels. 

 
C. Feature Map Refinement (FRM ) 

The described approach enhances feature map 

refinement (FRM) using convolutional layers, dense 

connections, and activation functions for improved 

feature extraction. [2] 

• Initial Convolutions: A 1x1 convolution reduces 

dimensionality while preserving key features, 

followed by a 3x3 convolution to capture intricate 

details. 
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• Activation & Normalization: ReLU introduces 

nonlinearity, while Batch Normalization (BN) 

stabilizes training and improves convergence. 

• Dense Connections in FRM: A five-layer dense 

block applies 3x3 convolutions, BN, and ReLU, 

with each layer connected to all subsequent layers 

for enhanced feature reuse. 

• Cumulative Feature Refinement: The dense 

interconnections progressively refine features, 

minimizing data loss and preserving critical 

information. 

 
This structure ensures precise feature extraction while 

preventing degradation, making it ideal for tasks 

requiring fine-grained details. However, dense 

connections may increase computational demands. [3] 

 
III. RESULTS AND DISCUSSIONS 

 
The CRU Net model for CVD diagnosis was validated 

through rigorous testing on multiple publicly available 

datasets, including the Myocardial Infarction Genetic 

and EHR datasets. 

 

• Comprehensive Testing: Assessed across multiple 

datasets to ensure robustness and generalizability. 

• Performance Analysis: 

1. Quantitative: Measured using accuracy, precision, 

recall, and F1-score for numerical benchmarking. 

2. Qualitative: Visual assessments, expert 

evaluations, and segmentation overlays to ensure 

clinical relevance. 

• Comparison with Existing Models: Benchmarked 

against state-of-the-art segmentation techniques. 

• Ablation Studies: Analysed the contribution of 

individual components to model performance. 

• Visualization Experiments: Used graphical 

comparisons to assess segmentation accuracy 

across datasets. 

 
This multi-faceted evaluation confirms CRU Net’s 

effectiveness and reliability in diagnosing CVD. 

 
Fig. 1. Different Performance Analysis using 

Myocardial Infarction Genetic Datasets Vs  EHR 

Datasets Vs PTB Diagnostic ECG Database 

 

IV. CONCLUSIONS 

 

Despite advances in diabetes diagnosis and care, the 

disease remains a major global health challenge. 

Machine learning (ML) and deep learning (DL) are 

revolutionizing diagnosis by improving accuracy, 

enabling early detection, and supporting personalized 

treatment. Traditional methods like fasting blood 

glucose and HbA1c tests often lack precision in 

individualized risk assessment, whereas ML/DL 
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models excel at identifying complex patterns in diverse 

datasets. Techniques such as SVM, decision trees, and 

convolutional neural networks have significantly 

improved patient classification and diabetic 

retinopathy detection, achieving accuracy comparable 

to specialists. 

[12] However, challenges like data availability and 

quality, particularly in resource-limited areas, hinder 

widespread adoption. The future of diabetes diagnosis 

lies in integrating ML, DL, and precision medicine—

creating highly accurate, personalized models that 

incorporate genetic, lifestyle, and environmental 

factors. This shift promises a proactive, patient-centred 

approach to diabetes care. 
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