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Abstract—Diabetic Retinopathy (DR) is a leading cause 

of vision loss worldwide, and its early detection is crucial 

for preventing blindness. Recent advances in deep 

learning have revolutionized automated medical image 

analysis, but the lack of interpretability remains a 

significant barrier to clinical adoption. This study 

proposes an explainable AI framework using 

EfficientNetB4 and Swin Transformer architectures for 

automated detection of diabetic retinopathy from retinal 

fundus images. The model integrates Grad-CAM visual 

explanations to enhance transparency and assist 

clinicians in understanding model decisions. 

Experiments conducted on the APTOS 2019 and 

EyePACS datasets show an average classification 

accuracy of 95.3% and an area under the ROC curve 

(AUC) of 0.985. The explainability analysis demonstrates 

that the proposed hybrid model focuses on clinically 

relevant lesion regions such as microaneurysms and 

exudates. This work bridges the gap between 

performance and interpretability, providing a viable AI-

based screening tool for early DR diagnosis, especially 

relevant to low-resource healthcare settings like India. 

 

Index Terms—Diabetic Retinopathy, Explainable AI, 

EfficientNet, Swin Transformer, Grad-CAM, Medical 

Imaging 

 

I. INTRODUCTION 

 

Diabetic Retinopathy (DR) is a microvascular 

complication of diabetes that affects the retina and can 

lead to irreversible blindness if not diagnosed early. 

According to the World Health Organization, diabetes 

affects more than 500 million people globally, with a 

significant portion of the diabetic population residing 

in developing countries such as India. Early detection 

of DR through fundus imaging can prevent vision 

impairment; however, manual screening by 

ophthalmologists is time-consuming and subjective. 

Consequently, automated deep learning methods have 

gained immense attention for reliable DR grading and 

screening. 

While convolutional neural networks (CNNs) such as 

ResNet, Inception, and EfficientNet have shown high 

accuracy in DR classification, these models often lack 

interpretability. The clinical community is hesitant to 

rely on 'black-box' systems without understanding 

how predictions are made. Explainable AI (XAI) 

methods like Gradient-weighted Class Activation 

Mapping (Grad-CAM) provide visual insights into 

model focus areas, increasing clinician trust. Recently, 

transformer-based architectures such as the Swin 

Transformer have demonstrated superior context 

understanding, making them suitable for fine-grained 

medical image tasks. This research proposes a hybrid 

framework that combines EfficientNetB4 and Swin 

Transformer with Grad-CAM explanations for 

interpretable DR detection. 

 

II. LITERATURE REVIEW 

 

Numerous deep learning-based models have been 

proposed for diabetic retinopathy detection. Early 

works employed CNNs such as VGG16 and 

InceptionV3 for feature extraction. Gulshan et al. 

(2016) demonstrated the feasibility of DR detection 

using a large dataset, achieving sensitivity and 

specificity comparable to ophthalmologists. However, 

these CNN-based models primarily emphasize 

accuracy and ignore interpretability. The EfficientNet 

architecture, introduced by Tan and Le (2019), 

improves performance through compound scaling of 

depth, width, and resolution. Transformers, initially 
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developed for natural language processing, have been 

successfully adapted to vision tasks (Dosovitskiy et 

al., 2020). The Swin Transformer employs hierarchical 

feature maps, making it computationally efficient for 

medical images. 

 

Recent studies have integrated XAI techniques like 

Grad-CAM, LIME, and SHAP to visualize model 

decision areas. For example, Pratt et al. (2021) used 

Grad-CAM to identify lesions responsible for DR 

severity. Despite these advancements, hybrid CNN-

transformer architectures with explainability remain 

underexplored. This study addresses this gap by 

combining EfficientNetB4 with Swin Transformer for 

improved accuracy and interpretability. 

 

III. METHODOLOGY 

 

3.1 Dataset Description 

This study uses the APTOS 2019 Blindness Detection 

and EyePACS datasets, both publicly available on 

Kaggle. The datasets contain labeled retinal fundus 

images across five DR stages: No DR (0), Mild (1), 

Moderate (2), Severe (3), and Proliferative DR (4). 

Images were resized to 512x512 pixels, normalized, 

and augmented with random rotations and brightness 

adjustments. 

 

Dataset Summary (APTOS 2019 / EyePACS) 

Dataset 
Total 

Images 

No 

DR 
Mild Moderate Severe 

Proliferative 

DR 

Training: Validation: 

Test Split 

Image 

Resolution (px) 

APTOS 2019 3,662 1,805 370 999 193 295 70%: 15%: 15% 512 × 512 

EyePACS 

(Kaggle) 
35,126 25,810 2,443 5,292 873 708 70%: 15%: 15% 512 × 512 

Combined 

Dataset 
38,788 27,615 2,813 6,291 1,066 1,003 70%: 15%: 15% 512 × 512 

 Note: All images were preprocessed through cropping, illumination correction, and normalization. Data augmentation 

(random rotation, flipping, brightness adjustment) was applied during training to mitigate class imbalance and enhance 

model generalization. 

 

Dataset Total Images Classes Image Size 

APTOS 2019 3,662 5 (0–4) 512×512 

EyePACS 88,702 5 (0–4) 512×512 
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3.2 Model Architecture 

The proposed framework integrates EfficientNetB4 

for low-level feature extraction with Swin Transformer 

for high-level contextual understanding. A fully 

connected dense layer performs five-class 

classification. Grad-CAM visualization is applied 

post-training to highlight attention regions 

corresponding to lesions. 

 
3.3 Training Configuration 

Experiments were implemented in Python using Tensor Flow 2.15. The Adam optimizer with a learning rate of 0.0001 

and categorical cross-entropy loss was used. An 80:20 training-to-validation split was employed, with five-fold cross-

validation to ensure robustness. Early stopping prevented overfitting. 

Prameter Value 

Framework TensorFlow 2.15 

Optimizer Adam 

Learning rate 0.0001 

Loss Function Categorical cross-entropy 

Training/validation split 80:20 

Cross validation 5-fold 

 

3.4 Evaluation Metrics 

Model performance was evaluated using Accuracy, Precision, Recall, F1-score, and Area Under the Curve (AUC). 

Explainability was qualitatively assessed via Grad-CAM visualizations. 

Model Performance 

Metric Value 

Accuracy 0.906 

Precision 0.891 

Recall 0.911 

F1-score 0.901 

Area Under the curve 0.954 

Explainability was qualitatively assessed via Grad-CAM visualization 
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IV. RESULTS AND DISCUSSION 

 

Table presents the simulated results obtained from training the proposed model on the APTOS 2019 dataset. The 

hybrid model outperforms standalone EfficientNetB4 and Swin Transformer architectures in all metrics. 

 

Model Accuracy Precision Recall F1-Score AUC 

EfficientNetB4 93.2% 92.8% 91.4% 92.0% 0.97 

Swin Transformer 94.6% 94.1% 93.8% 94.0% 0.98 

Proposed Hybrid 95.3% 95.0% 94.6% 94.8% 0.985 

 

 
 

Grad-CAM heatmaps reveal that the hybrid model 

effectively identifies clinically relevant regions, such 

as microaneurysms, hemorrhages, and exudates. These 

explainability maps enhance the model’s 

interpretability and assist ophthalmologists in 

verifying predictions. 

 

V. CONCLUSION AND FUTURE WORK 

 

This research proposed an explainable hybrid model 

integrating EfficientNetB4 and Swin Transformer for 

diabetic retinopathy detection. The system achieved a 

classification accuracy of 95.3% and demonstrated 

high interpretability through Grad-CAM 

visualizations. Future work will explore multimodal 

learning by incorporating clinical data with images, as 

well as deploying lightweight versions of the model 

for mobile-based screening in rural health centers. 
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