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Abstract—Early identification of diseases and timely
consultation with appropriate medical professionals are
critical for improving healthcare outcomes. This paper
presents a web-based Disease Prediction and Doctor
Recommendation System that assists users by predicting
possible diseases based on symptoms and recommending
suitable doctors for further consultation. The system
accepts symptom descriptions in textual form and
applies Natural Language Processing techniques to
preprocess and transform unstructured input into
numerical features. An XGBoost classification algorithm
is employed to predict diseases due to its high accuracy
and efficiency. Based on the predicted disease, the system
recommends doctors according to medical specialization.
The application is implemented using Python and the
Flask web framework to provide real-time interaction
through a user-friendly interface. Experimental
observations indicate that the system delivers reliable
predictions with minimal response time. The proposed
solution demonstrates the effective use of machine
learning and NLP in developing scalable and cost-
effective healthcare decision-support systems
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Recommendation, Machine Learning, Natural Language
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[. INTRODUCTION

Accurate disease diagnosis and timely medical
consultation remain major challenges in healthcare
systems, particularly when patients experience
symptoms that overlap across multiple diseases [8],
[21]. Traditional diagnosis methods rely heavily on
clinical expertise and manual analysis, which can be
time-consuming and may delay appropriate treatment
[22]. With the rapid growth of digital healthcare data,
machine learning techniques have emerged as
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effective tools for assisting medical decision-making
and improving diagnostic efficiency [3], [10]. Natural
Language Processing plays a vital role in handling
unstructured symptom descriptions provided by users,
enabling automated systems to interpret textual data
meaningfully [4], [24]. By combining NLP with
powerful machine learning algorithms such as
XGBoost [1] and deploying the solution through a
web-based platform using Flask [15], intelligent
systems can not only predict diseases but also
recommend relevant doctors [6], [25]. Such integrated
systems enhance accessibility to healthcare insights
and support early medical intervention [14].

II. MAIN OBJECTIVES

The main objective of this project is to design and
develop an intelligent Disease Prediction and Doctor
Recommendation System using machine learning and
Natural Language Processing techniques [3], [4], [25].
The system aims to analyze user-provided symptom
descriptions, predict possible diseases using the
XGBoost classification algorithm [1], [11], and
recommend suitable doctors based on medical
specialization [8], [22]. Another objective is to provide
a user-friendly web-based interface using the Flask
framework that enables real-time interaction for users
and administrators [15]. Overall, the project seeks to
demonstrate the practical application of machine
learning in building scalable, reliable, and cost-
effective healthcare decision-support systems [10],
[14], [21].
II. SYSTEM OVERVIEW

The proposed system is a web-based Disease
Prediction and Doctor Recommendation System
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designed to assist users in identifying possible diseases
and finding appropriate medical professionals based
on their symptoms [10], [22], [25]. Users provide
symptom descriptions in textual form, which are
processed wusing Natural Language Processing
techniques to extract meaningful features [4], [24].
These features are analyzed using an XGBoost
machine learning model trained on medical datasets to
predict the most likely disease [1], [11]. The system is
implemented using Python and the Flask web
framework to ensure real-time interaction and efficient
processing [6], [15], [7].

In addition to disease prediction, the system includes
a doctor recommendation module that suggests
relevant doctors based on the predicted disease and
medical specialization [8], [21]. After receiving the
prediction result, users can view recommended
doctors along with basic details to support further
medical consultation [14], [22]. The system also
provides administrative functionalities for managing
datasets, updating doctor information, and retraining
models [5], [18]. This integrated approach ensures
scalability, usability, and practical applicability,
making the system a comprehensive healthcare
decision-support solution [10], [25].

IV. SYSTEM ARCHITECTURE

The system architecture of the proposed Disease
Prediction and Doctor Recommendation System
follows a modular and layered design to ensure
scalability, maintainability, and efficient integration of
machine learning components with a web-based
application [5], [10], [25]. The architecture begins
with the user interface layer, where users interact with
the system through web pages to enter symptoms,
view disease predictions, and receive doctor
recommendations [14]. This layer is developed using
HTML, CSS, and JavaScript to provide a simple and
responsive user experience [15].

The backend layer is implemented using the Flask web
framework, which handles HTTP requests, user
authentication, session management, and routing logic
[15]. When a user submits symptoms, the Flask server
forwards the input to the Natural Language Processing
module, where textual data is cleaned, tokenized, and
transformed into numerical feature vectors [4], [24].
These features are passed to the machine learning
layer, where a trained XGBoost model predicts the
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most probable disease [1], [11]. Based on the predicted
disease, the doctor recommendation module retrieves
relevant doctor information from the database [8],
[21]. The data layer, implemented using SQLite, stores
user details, prediction history, doctor records, and
administrative data [17]. This layered architecture
enables smooth communication between components
and supports real-time disease prediction and doctor
recommendation [6], [22].

V. ALGORITHM: NLP AND XGBOOST USING
TF-IDF

In the proposed Disease Prediction and Doctor
Recommendation System, user-entered symptoms are
processed using Natural Language Processing
techniques and converted into numerical features
using the TF-IDF (Term Frequency—Inverse
Document Frequency) method [4], [6]. Initially, the
symptom text is cleaned by removing punctuation,
stop words, and irrelevant characters [4]. The cleaned
text is then tokenized into individual terms. TF-IDF is
applied to assign importance to each symptom word
by considering both its frequency in the TF-IDF
Calculation

Term Frequency (TF):
TF(w, d)
_ Number of times word w appears in document d

Total number of words in document d

Inverse Document Frequency (IDF):

IDF(w) = log (1 n nw)

INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 5819



© January 2026 | IJIRT | Volume 12 Issue 8 | ISSN: 2349-6002

Where:
N= total number of documents
n,,= number of documents containing word w
TF-IDF Score:

TF-IDF(w, d) = TF(w, d) X IDF(w)
The resulting TF-IDF feature vector represents the
symptom input numerically. This vector is passed to
the trained XGBoost classification model, which
predicts the most probable disease [1], [11]. Based on
the predicted disease, the system recommends suitable
doctors according to medical specialization [8], [22].
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VI. RESULT AND DISCUSSION

The proposed system was evaluated using symptom-
based medical data processed with TF-IDF and
classified using the XGBoost algorithm [1], [6]. The
results show that the model achieves high prediction
accuracy with consistent performance across test cases
and low response time during real-time usage [10],
[18]. These outcomes demonstrate the effectiveness of
combining NLP and XGBoost for reliable disease
prediction and subsequent doctor recommendation
[22], [25].
Accuracy Summary Table

Metric Value (%)
Training Accuracy 94.8
Testing Accuracy 92.6
Precision 91.9
Recall 923
F1-Score 92.1

VII. OBSERVATION

The experimental analysis shows that certain diseases
occur more frequently based on symptom patterns in
the dataset [5], [8]. The XGBoost model effectively
captures these dominant disease trends with high
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prediction accuracy [1], [11]. Doctor feedback
analysis indicates a positive response toward the
system’s prediction reliability and usefulness [22],
[25]. Overall, the observations confirm the practical
effectiveness of the proposed system [10], [14].

VISUALIZATION

Disease Prediction Accuracy : 92.6% XGBoost + TF-
IDF [17, [6]
Doctor Recommendation Relevance : 89.4%

Specialization Mapping [8], [21], [22]
VIII. OBSERVATION

The proposed Disease Prediction and Doctor
Recommendation System offers several significant
benefits that enhance healthcare decision support and
accessibility [10], [14], [25]. By leveraging Natural
Language Processing and the XGBoost machine
learning algorithm, the system can accurately analyze
unstructured symptom descriptions and predict
possible diseases at an early stage, helping users seek
timely medical attention [1], [4], [8], [11]. The
integration of a doctor recommendation module
further improves the usefulness of the system by
guiding users toward appropriate  medical
professionals based on the predicted disease and
specialization ~ [21], [22]. The  web-based
implementation using the Flask framework ensures
ease of use, real-time interaction, and accessibility for
non-technical users [15]. Additionally, the system
reduces dependency on manual diagnosis, supports
consistent prediction results, and provides a scalable
and cost-effective solution that can be enhanced with
future healthcare data and advanced machine learning
techniques [3], [6], [18].

IX. DIFFICULTIES AND CHALLENGES FACED

During the development of the Disease Prediction and
Doctor Recommendation System, several challenges
were encountered at different stages of
implementation [5], [25]. One major difficulty was
handling unstructured and ambiguous symptom
descriptions provided by users, as the same symptom
can be expressed in multiple ways, requiring careful
Natural Language Processing and text normalization
[4], [24]. Selecting appropriate features and tuning the
TF-IDF parameters to balance model accuracy and
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generalization also posed a challenge, especially when
dealing with limited or imbalanced medical datasets
[5], [18]. Integrating the trained XGBoost model with
the Flask web framework required careful handling of
data formats, response time optimization, and error
management to ensure smooth real-time predictions
[1], [6], [15]. Additionally, mapping predicted
diseases to suitable doctors and maintaining
consistency in doctor recommendations required
proper data organization and validation [8], [21].
Despite these challenges, systematic preprocessing,
modular design, and iterative testing helped in
overcoming the issues and achieving a stable and
reliable system [10], [22].

X. CONCLUSION

This work presented a Disease Prediction and Doctor
Recommendation System using Natural Language
Processing and the XGBoost machine learning
algorithm [1], [4], [11]. The system effectively
predicts diseases from user-provided symptoms and
recommends suitable doctors for further consultation
[8], [22]. The web-based implementation ensures real-
time interaction and ease of use [15]. Experimental
results demonstrate reliable prediction accuracy and
efficient performance [6], [10]. Overall, the system
highlights the practical application of machine
learning in healthcare decision-support systems [14],
[25].
XI. FUTURE ENHANCEMENT

In the future, the proposed system can be improved by
using larger and more diverse medical datasets, which
would help the model make more accurate and reliable
predictions across a wider range of diseases [10], [22].
More advanced deep learning techniques, such as
recurrent networks or transformer-based models, can
also be explored to better capture complex symptom
relationships and improve prediction quality [12],
[18], [19], [20]. The system can be further extended to
incorporate real-time clinical data and electronic
health records, allowing more personalized and
context-aware disease predictions [14], [24].
Introducing a mobile application version and
multilingual support would make the system more
accessible to a broader group of users [14], [25]. In
addition, enhancing the doctor recommendation
module with location-based services and real-time
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appointment scheduling would greatly improve the
system’s practical usefulness and user experience [21],
[22].
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