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TRIT- 98 MY T YT YR dars=or aifonfy gy
Ia epramft W SR enyfe ey
yrarfas= (Computational Linguistics) ¥ &9 faemme
T WeYl &1 T fawga ok faxdvonere fagwor
T FRar g1 uriorfy &t arpreamft, R ey oo-
3o 31 gd & ot it aren wman B, fay 9t ueeht
SNu=TRe HTWT worrelt (Formal Language System) &
U ¥ ygarl Wit 8, S adue & urpfae urem
YHWHIUT (NLP), WIpfad HTWT &Y (NLU) 38R
UTIpTa® HTET S99 (NLG) & M Rigidl &1 sy
T BT § | 5 1Y BT YT I£Y U8 WS Rid BT
g & &9 wforify & T ¥,000 Qﬁww_ﬁﬁa’
fFrau-smenfea $99 & v & &1 74 8, 5 sy
TR b 3R TENTRuyw I & A1y SIgYd THTT
Wﬂ% |ﬁ&ﬁ1mﬁ?z-ﬁ?|=r, "HPRP' (Karaka)maﬁ
Rt faxduwr & U T=red USRIV F = H 3R
yfesar (Prakriya)aﬁ'w\'ﬂﬂ@'ﬁﬁ? SRfeq Al &
¥U A I@T T, S 9PI-AR B (BNF) 3R
S UQIJshH' (Chomsky Hierarchy) ¥ Wﬁl@
g ¢ | 39 sfafvea, ag wx snyfAe g1sfas aisa
(Neural + Rule-based) ¥ UIORFT et & SrguT
3R w=A srgare & I yHTafear @1 of Tften
FRargl

(NLP), PRSP Rigid, Sty yifag™, stuafve
YT Rrsia, W= srgaTe, I RS0 (Knowledge
Representation), Qﬁhﬁ?ﬂ[, HTHRIOTP S|

2. YftremT: TIfor iR e R it UfaeRies
gRue

IR YR & IH-fa9H &) Ry & weif wiftr~ &1
GNTET Pae e HIN b IV dab iid el g,
e I AFA g & Tad SHY WRSBT A 4
U, 3yt o1 Ao fear | MR e -

qafteh) &7 § o Uit A Wb UTHT B Th
BT T GRS UTST BT 7T | SHTYfeh W0
O & I<u F 1Y, favy = F 0 warsdt &
ITRTY B, HTIfaET 3R Hwgex AT = 78 Sy
fara o orfonf ot s 3R snyfes ST Rigiat
¥ S Ud WIS g famH § |

qiftrlg aeRer @t Aifdedr s SRfeT
(Generative) Q?ﬁ[ T fafga %I 9 I 3 9y
WaR foar 5 snyfe odf & ugar SRfea
THROT G0 &7 81 4T | SpTerdt T U qeiA
aﬁmmm‘cﬁ%ﬁﬂﬁ'm' (verbal roots) 3R
YIAYTGD' (nominal stems)ﬁW%Wﬁ@Wﬂ
ST § ok el & te y@ar & wem ¥ 3
WW%%ﬁ(wordS)ﬁm@m
€ | I8 UfshdT aaH & AgRd ol SFRE' (NLG)
P TR SHTURTN b FHM 8, o6} SeT 9 Srefud
g 1 T fpar Sran g |

IO T TN o & H Uifor &1 ifiasar &1
T 3 M 3Tyt
(Unambiguity) &1 $EER P HITST B THIH &
fore @y SR ahTd et &t saRgedr gt gl
o 3 SOt oTd-Ud SaaRT 3R G &% AregH
U U1 o faes T foram ot fondt 1 R & Iz
¥ fore @M T8 sdr | T FRUF, ¢ F TH
A 9/ & ae R foray 3 Wpd & HHT
gfSHT (AD & o T dvifad Afed & U &
gRaTiad foar ot |

R. VTR & ARGl Th Slicd AIeddR
ISSIES]
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3fftheamR 1 oRE 3dd aryd iR Jufieg 2

F 9 BT ddey S Uy MR TENRYH

OH IR YT U XM § o fHad ue dguf TRIEHRUT BT U W IaT8Rul URd el g |

TS UTRfRUTA! o &1 fafor #d § | 37 gl

SVTERIT & Tedh HTOTh T TH S &

ST 3R YAt

Code)

RIUTS (Sutra-patha)  [TUTH B8 / TRENRYT (Programl¥,000 Hi&Td fATdl &1 AU Sl HTHRI0G Ufdhal o]

REINGERGE]

Structure)

&W(Shiva—sutras) QUi / Sl TR (Data%aﬁtﬁ P [T ST UeR (abbreviations) T H

ETI® BIdl 5|

|TJUTS (Dhatu-patha) a1 SCTe (Verbal Database)

AT 3,000 o Tl Bt it off 31 3R 0N & WY
Riferd g

(Lexical Lists)

TTUTOTS (Gana-patha)  [Qidged AORT / 3Udle GORY Xsal & GHg S faRm Fadt & siefF 8ld g

2.3 I 3R UATER: ST HRRE &I dH-1db -

it &3 &1 SyR Riag 8, St eafal & tw
Ry P ARG IRA I AW T S A A TP
g (It) JU T §, S P I Ueh HIhR I Tl 1 ae
FTf HRa1 § | 39 =q Uit & IUANT ¥ ifn
TATRR' &1 AT 64 &, S a1l & 99 THg! B
I w0 § g=i Bt U Ay 1 Iarerur & fom,
3 HE F Tt WR 3R T P § Wt v
JRADAE |

gg dob-iicp Y R faH H $el HRIRH'
(Data Compression) 3R 'WT QWQ’Q'I:F (Regex) &
JAF B | S8T U JTTHRUI &l Ahs! - Bl IR-
TR Hleg e8! BT USdl, dal Hgex T &
1} 89 AR (Classes) BT SUANT 34T Aieradar &
forg oxa €1 wftf™ &1 arge (ifdrdn) Rl o8
gFfa &R 8 o saresror a1 AR geflie =gad
B, ol f& enyfie TERYT 3gHa (Algorithm
Optimization)ﬁﬂ'@a&qgl

R YUIUIS SR TOMTS:  Hmraret SR Sel
IEESGEE

AV F TS UY UIUS’ SR IUMTS
Y Ts H SUANT §H arell Smiarar
(Ontology) 3R ST feamry %Wﬁmm%
| YTquTS T fohamafl o1 9 dhad ST @i & YR
R, Ffewp I 1fTTd O (S AT/ IRETT)

& MR W ff affera fpar man § | 7@ anffamon
nyfie eedt yonfert # wR Seffafar
(Feature Engineering) & A %, EET Y sl B
S THRIVSG HTER & YR W T P 6
TOTOTS 39 Vel BT JYE § S I ol &
suarg g, forad uhnfi # vewH gefe
(Exception Handling) oY gydr ol ?E?ﬁ % |

3. 3NTETRe Ut Rigidy ok TuIes T ads -

e fage o efivaiRe ur Rigia (Formal
Language Theory) %ﬁaﬁaw%ﬁaﬁé HiyT
ot wfed & ok #=f9 IV faraeit St @
TR PR T B W & W@ B Ul
MR =& (Production Rules) Gl dave %, S 'Ga)
Tl 1 gak § e &l SR Sd § | =iudbaredt
35 R P 2 % Cifore o) 4 S0 R
BIH (BNF) & 1Y g I [adl 8, orgee
IWN Syfe difeT et & Ricq &t
ARG = & fore fpan S e |

3.8 AT UaTIhH SR iy o &1 i

A et 3 HIWISH B IR Wikl # faurford fasar
. il d (Type-3), Wﬁ% (Type-2), weH-
Gag=Nd (Type-1), 3R SFUERA (Type-0) |
RS fa=eivon & it & carex & ded-gad
(Context-free) HIAT T YT, df "’I?Tl_sc T 3T

191665 © IJIRT | www.ijirt.org JANUARY 2026 1578



Shaping Minds, Shaping Futures: Realizing the Vision of NEP-2020
through Al and Human Potential in Higher Education

PR W T8 U T o Wit A - Hagster
(Context-sensitive) gt &1 e IuanT fear %I
TR0 & forg, WY & o S a1 Fuifar I Wm
W%ﬁ;aﬁﬁqﬁaﬁﬁmmaﬁ(context)
R R AT gl

qIftT & o o1 a5 Hey-Hag-Ritear 3% srcdd
fGIRITCH S 5, Afde WY & 4 Th Sifed A
(ordering)aﬂwm%ma@WW@
AT (tractable) A T&'ﬁ % | g8 ﬂﬂ?ﬂ &TW
TUAd T iReH & T U Siia=i URgd &l 3,
SRl & Felodl 3R TREBRUN A F e Tder
FTA TN HAG |

3.3 Fgw Tuef SiR Uryffresar (Conflict Resolution)

99 UH o fUfd § &) o a8 §, @ oA
| gyrdt grme 2 Ao alaid (Rule Conflict) P
I o fore oo 3 T srdd uisehd gerged
faayd fora | faufaee W el (2.¥.3) & 3SR,
A 9 arel fgd & y1erht & %H H d1g arel
3R 3are o Rigid a8 fufid axd § i aF
1 e a9 § SR &1 I1 9= | I8 db oumeit
\?ﬂT?:[ﬁa; Purser feurga (Compiler Design) &
TR S AT R TIET Hremaff & r3ffuRex
IBIRER (Operator Precedence) & ]%I?g)'_(’l HHTA % I
TITOIT 1 SATHRN U U1 TRNRYH § il ot oy
TeI g1 Fifh 390 &R YHIfad e & for ueh
Y U8 T & aRHIa B |

Y. HRP RIGId 3R WPl U S (NLU)

UiPpfdd U Sy (NLU) &1 &7 a4 a1 o
R (@) A 391 Rfeay (3 R 31
IO &1 ®R®' (Karaka) RIGid 59 fozn & a9
HewyUl hel 8 | RS 9 o & S fopar 3R T
P dF & dTd ey Bl gRHTRG BRd B, R
faufaa (Case markers)aammﬁwaﬁ@ﬁ% |

¥.{ HR® AR Rafesw yftrety vi-

P T A e R A dafi
(Semantic Role Labeling) T IR 6 & T T8
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UdT TRIT S Tob o ated # ‘el (Agent), oo
(Theme), 3R I (Instrument) DI % | grfoT A &
T $RSI &1 RN forar 8 o 39 &1 &t
Sfd IR & T HRAG -

e Tl (Agent): I8 SNl fohaT & TG H WA B
e &H (Object): T8 o Faf foram & ATenm § wad

31O YT 1 =T8T B
e PN (Instrument): fopar @1 Rifg & o 9o

3ifY% JeTasd sidT gl
° W(Recipient):mmWﬁﬁﬁﬁ%l
e 3{UTGH (Source): 98 FfErd fog for ™ sramma an

T g ]

HfYBRUT (Locative): fohdl BT STYR T R |
qTfﬁFﬂ?:erqmuTs'HHm%%ﬁWﬂTq‘ﬁm
g 3R g1 &1 fager G Rk =d € | 98
YR YD TATEY yunferdl & forw srcdd
TIaH g, i T8 W1 98 TR’ (Yo g )
areft Hrareit 7 31f & fRRAT 918 I8 H Heg Hdl
gl

¥ SHTHI&M, TgdT 3R A 3ref bt @i - -

TEg H $Had TR Ygdl T el §; 3
HT IHITT g o Saad g1 WRd Hrfas=
Bl I HewWyUl SAURUTY MY HrgERe
Rfeey &1 YR a7 § -

o 3TN (Expectancy):wwaﬁwﬂ&('ﬁ
Iufyfa &t 1| S diar g oo & U
(TR, g 3Mfe) Pt epien B & |

o  TYAT (Compatibility): Tsql & dd 3T qh |
3T Reggfer (3T § W=ran 8) a1 i
U Y TG 81 Gl 5, Al ARIar & Ta &
Tg g g |

o TR (Proximity): Tsa! & ST P IHT 3R
RIH Bt e |

Y i I snyfie e I fEuuftagusE (WsD)

R feuddt wRfr (Dependency Parsing) o

eyt YT Ay § | 59 ois 7=fiF are &1

fITAWUr HR<t ], A 98 37 HRBI & 3MYR R Tg

fyofa et & o6 19 w1 o Ied Suge B

4, UTghTaes TN S (NLG) 3R Tiforita ufgsari
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UIHTdd HINT S (NLG) &1 B WRAd 3T Bl
UTpfad YT & deaT ¢l SeTerdt & gt IR
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(Derivation) 1 Ufehdl Teh Y Y BT AR
B 21 Ui fpuiast & SruR, Tt ol &

U6 ORfed SO B RE 8, @ gam IR TR EId & S TTgers! Urguais & 9 ¢ |
R QT SIETROT SEREIEgE]

R ¢ RIAfc®H/BR® G (Vivaksha) reRh fae SR s iR

TR R =UTHD FU (Morphosyntactic) TeHROTR A 3R Tt o1 Tu- |

X 3 ijf _UIHD (Abstract Morphological) WGﬁT%ﬂﬂWW 3R gRkadH|
RR SFTHD 3HT3CYT (Phonological) Sifor are &1 FmTor 3R @ erH e |
.8 9 1 IFad Ui - fPuSTRE |

T Pt wfshar 3fid dad g1 afe M- URfYe
e (UPA + Ud) Tt I 7 MR Fgw &1 H
T T |, A uRoImH g0 Y B8R | I8 SNy
T3S Hisdl & fAmdd § S SR ggRHT
(Hallucination) WW@%%I o e ot
Tl Req § 'ﬁi@' (Constraints) ook
IUANT HA ¥ 33Ty B fay=iadr iR gl
EESSInIR

.3 ARAT SraTg Vi U -

IO THRUT &1 SUTNT A=A SdTG (Machine
Translation) e Udh %?TI%’IECHT ' (Interlingua) CRGUR:
frarman g | i siftretr R g wiv s @
I & 1Y A WAl &, 31T T HINT & 1o
B! UgA BRG' AT § FgaT 3R bR 38 gudt
YT § SRe BT 3fdd uHd g gsnm § |
"3RS (Anusaaraka) SRft gonfer 3ft Rrgia wR
TR &, o fEet ¥ aq ar et & oy vt &
o I 71T 1T SIS UeH HRA | |

&. 3NYfI® U § grafors Aise ok o
fa

A B THUad &1 & Sy afr (Deep Learning)
3R Yl JeqRY (Neural Networks) gIRT BEIING % |
BTl A AiSel Sgd 3 URUTH ad &, Wb 378
GG T R ah BT H BNl 7, foRiw
® 0 ¥ UHd ol Wmiatemer R
(Morphologically Rich) AR AR (Low-
resource) Tl & ﬁ*nq I ZIET oM Rt &Y
IRA ATSAl & Y TSR geioie Ried' fasRia

&2 Fow-enyid iR Serd=rferd Aisal &1
JaY -

gifas Aisal , uiftrfia fadl &1 Iuant di-
TR (Pre-processing) 3R ORe-TRARAT (Post-
processing) RO A fHAT ST | ISTERUT B foQ, T
FSt f&eTex (Sandhi Splitter) S TIOFT g} wR
3R B, T R Hedd BT i WY T UgH
PR Ihdl g, oot IT! WG B &HdT I Sl
&l

et I ar g % & df-SrTE® (Sandhi-aware)
T-TRRHAT ¥ THTedt Sl o Seiehar | ¢% T B
3f 8 Iadt 3 | T RE, BRE' I B ARA
Jeadh & 3T Ao (Attention Mechanism) o
ThIphd H U HISd Yedl & d1d &b Jaie Dl YD
TERTS A FAY DA G |

&.3 Upd , TIUE 3R fSfored Tame -

I | B fSiofed WewH Ui A6 &
3YfIP AT Al A 951 36 €1 570 T
(DCS) T & | T 1 Redhdian &l ¥,000 I
B BIS b Y N IUGRT B B JAyT < 8, Forad
P WWATfed TU I U Ihd § |

V. I F=gur iR wars: Res fovg o1 favraa

R¢Y T R forg & o = gg arar fovan o1 fos dpa
P IEROE TY TR H e ROSieRE
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(Knowledge Representation) P W BT Y
UeH $Rd § | T 3 o faan i Tpd &1 T
Rdfes ﬁ?ﬁ' (Semantic Nets) & gaH %, aﬁm
Ieg BT VM 3R ol WY ¥Y I IF UTT §RT
fufka g g |

BTl Sy T3S RidTerds TS (Symbolic Al)
3 §¢ IH1 8, Al fore &1 =0y 3qaft oft Aferer
UMRT (Knowledge Graphs) SR Ryffes d@
(Semantic Web) meffeal & f%ﬂ! URif® % I
uforg e a8 e § & &9 @ &t
UerhiHd Tid 9 gafyd fobar Sie dife a=ie
I AT forddt Y9 o6 g U R b |

¢. Hfas 1 =y iR Feepy

UTforg SreRur 3R YA TOBI USRI
BT T TP T T B LIATT BT Tobd &1 S1-51
B QTS TSl HISET (LLMs) & QrHTsit &7 Srgud
F IR B, B U F b 3R T B SR aqw
TreT TS 38T 81 Wi Bt rpreardt g9 98 ad
UM oxdl g of ARiAl @ ardd # gHgH
(Understand) 3R ST (Generate) H | Hag HR
IJHdTe |
o HRAR U & U BTEfae snfdheamr: S|l
it fadl & ek digd & 91y
Uhipd bl S difds ARG &Y I
Tl 3R TeH-3Hwd Sgare U 8 9 |
o T ATV Ff: TH fRIgor s
T oigl o feedt off ug ot wifte e
e B Ssar gl |
o W-REARS yrwralt & forw wifvria wisd: Wepd
Pt ATHRI0G TS BT STANT 3T HRaA
yrnef & o Afgd s | &A1 oHe I
T ST TR B |
dfewr Ul o MRS &1 Th T SR B
SFTETR & P A fyur gon Mg ofR adhud
Hicd sy TIuadl, TTuey, iR TuerSH @l
A BT JHTYH A B UR &I IWAT 3 |
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PR A

39 fovwg W e TeRE ¥ My IR & forw
fraferiRad UiRa 31t 3R ARdl &7 ST STaaF G,
S OO STehRuT IR IO WIS & A
o TR Ut o/p7earf? (BRI BT HA MUR)

|

o WSifS e Agraeige] (it Gt &1
UforaTate GiaA) |

o TUIA fSUAD:: On the Architecture of Panini's
Grammar (@WWW%’Q@W) I

o 3R URH, faitd Ja=w SR Iolld Ta:

Natural Language Processing: A Paninian

Perspective (lﬂ?_cﬂ'q yrre & ﬁ'l'q &TW
TTaT SFITET) |

o X fom: Knowledge Representation in Sanskrit
and Artificial Intelligence (Q\?ﬂ_sc 'EITITYﬂ:L RLEY) |

o UTSICl: ST HETHIS (HTBRU P SR
3R TH ARG TATH) |

° @TI{W POXCSEI T Dictionary of Paninian
Grammatical Terminology (UT&W RIEALK]
& forg das) |

° Qﬂé‘f SRt 3R @TQW TSI Ashtadhyayi

of Panini (ORI 3raTe; 3R Ra) |
o U DU Dimensions of Panini Grammar

(YR UTSTE TRURT 3R Sy faush) |
Gea(wd sl
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