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Abstract- Al models - particularly deep learning ones -
are super complicated, so we can’t always see how they
make decisions. Even though this complexity boosts their
performance, it makes things unclear, making people
doubt them. Since Al is now used more in areas like
healthcare or justice, understanding its choices matters a
lot - for ethics, rules, and safety. XAI helps break down
what’s happening inside these systems using
explanations regular folks can grasp, which builds trust,
reduces bias, while holding systems answerable. This
work looks at why being able to understand Al decisions
matters. It checks out key methods that explain models
no matter their type, along with ones built for specific
systems. A mix of LIME and SHAP is suggested -
bringing together two styles of explanation tools. This
combo tries to make sense of predictions both near (for
single cases) and far (overall patterns), giving clearer,
steadier insights people can actually use. Tests show it
works well without slowing down or weakening the main
model’s accuracy. In the end, the research pushes for
flexible, adaptable explanation tools tuned to different
fields, especially as AI moves into areas where mistakes
could be serious.
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L INTRODUCTION

AI’s now shaking up fields like medical testing,
money risk checks, crime judgment calls, also self-
driving tech. Thanks to faster progress in machines
that learn - especially brain-style networks - they’re
beating people at tricky guesswork plus sorting jobs.

Yet they usually need tons of data, also come with
countless parameters plus complex tweaks - so their
workings get super hard to follow. Because of that,

today’s Al runs into a familiar issue: decisions made
behind closed doors, sparking worries about:

People struggle to believe choices they don't get.
While unclear reasons make confidence hard, shaky
understanding weakens faith in outcomes. Since
transparency feels missing, doubt grows fast instead of
trust building up.

Who’s to blame when predictions go wrong? No one
really knows where responsibility lies.

Figuring out errors? Coders can't spot issues easily
when they lack clear explanations from the system.
Bias can sneak into forecasts, causing unfair outcomes
- so some get treated worse without reason because the
system leans one way.

Laws like GDPR require companies to explain
decisions. So people can understand how choices are
made about them

Explainable Al works on fixing these problems by
showing how models get their results. Because of this,
builders, overseers, or regular users can actually see
why decisions happen. The study points out why clear
Al matters and offers a mix-style method that fits
overall trends plus individual cases.

II. LITERATURE REVIEW / RELATED
WORK

2.1 Model-Based Explainability

These methods use models built to be clear from the
start - like:

Decision Trees: clear step-by-step choices stacked
from top to bottom.

Linear plus logistic regression? Feature weights show
impact right away. But here’s the twist - each model
handles that influence differently under the hood.
Rule-Based Systems: Human-readable rule sets.
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Even though they’re simple to understand, these
models usually don’t predict as well on messy real-life
data - unlike advanced ones such as deep neural nets,
which tend to perform better.

2.2 Post-Hoc Explainability Techniques

These techniques create interpretations once a
complicated system is done learning - using
whatever’s available afterward

LIME (Ribeiro et al., 2016):

Guesses how the model works nearby by building
simpler versions close to one guess. Instead of tackling
the whole system, it focuses on a small part around that
point.

SHAP (Lundberg & Lee, 2017):

Leans on Shapley values - ideas from team-based
games - to break down how each feature affects single
forecasts or the whole model.

Grad-CAM (Selvaraju et al., 2017):

Shows hotspots on pictures where CNNs focus. Uses
color maps to point out key areas picked by neural
nets. Visualizes parts of images that matter most
during analysis. Highlights zones spotted by deep
learning models.

Counterfactual Explanations:

Show small tweaks that flip a model's choice - giving
clear examples of how outcomes shift if inputs change
slightly.

Post-hoc methods work well since they let powerful
opaque models keep running without losing clarity.
These approaches add understanding even when the
model itself is hard to follow.

2.3 XAl in High-Risk Domains

The need for clear info hits hardest in:

Sharing clear explanations about health issues builds
stronger trust between patients and doctors.

Banks need clear info - so they can judge loan risks or
spot scams.

Self-driving tech relies on smart vision to check risky
choices - because seeing is believing when it matters
most.

Studies keep showing - mixing different XAI
techniques gives clearer results, cuts confusion while
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boosting trust. One method alone often misses things;
using them together fills gaps naturally. It’s not about
piling tools up - it’s matching strengths so insights feel
solid. When outputs align, people actually believe
what they’re seeing.

III. METHODOLOGY / PROPOSED WORK

3.1 Objective

The key goal? Build a mixed XAI method that links
LIME with SHAP - fixing weak spots from relying on
just one tool. This blend tries to deliver:

More stable explanations

Better match locally plus globally clear

More dependable when used outside labs - since it
works better in everyday situations

3.2 Dataset

The setup gets tested using organized info - say, loan
checks or health assessments - that includes:
Numerical features

Categorical features

Real-world decision variables

This kind of data works well for checking if
explanations stay steady when sorting things.

3.3 Model Training

Models used include:

Random Forest

Gradient Boosting Machine (GBM)
Neural Networks

Evaluation metrics include:

Accuracy

F1-score

ROC-AUC

These numbers check both speed and trustworthiness
- using one helps weigh the other, so neither gets
ignored by accident.

3.4 Hybrid XAI Framework

The system combines two different ways to explain
results - each one fills in gaps the other misses

SHAP for Global Interpretability

Displays which features matter most throughout the
data using different highlights.

191723 © IJIRT | www.ijirt.orge DECEMBER 2025 65



National Conference on Evolving Paradigm for NCEPST-2025

Sustainable Technology

Finds lasting tendencies or main trends over time -
spotting what sticks around mostly. Uses different
clues that build up slowly instead.

LIME for Local Interpretability

Breaks down forecasts for one person at a time. Shows
how results are reached in specific situations.

Good when tough calls matter - like saying no to a
loan.

Fusion Strategy

Use SHAP's big-picture view along with LIME's
close-up details.

Check your ideas against each other to reduce
confusing or mixed-up answers.

Point out where methods match or clash - this gives
clearer understanding. Use different angles to compare
them, so insights feel more solid.

3.5 Evaluation Metrics

The evaluation considers:

How closely the explanation fits what the model
actually does.

Processing speed matters when running live. So faster
results help systems react quickly.

User interpretability score: What regular people think
about how easy it is to understand.

Same result from LIME and SHAP? That’s
consistency.

Iv. RESULTS AND DISCUSSION

4.1 Model Performance

Random Forest scored top results when it came to
accuracy.

Neural nets did better on ROC-AUC, yet were hard to
make sense of.

Gradient boosting gave a fair mix - neither too heavy
nor too light.

4.2 Explanation Analysis

SHAP pointed out key worldwide factors like income,
then age, followed by how people spent money.
LIME broke down single forecasts - like what made
one loan get accepted or turned away.

The mixed method gave answers that stayed
consistent, had fewer conflicts, yet matched better
overall.
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Key Insight:
Using SHAP with LIME cuts down clutter in results
while boosting how clear it is for people.

4.3 User Study

A tiny research project with learners along with
examiners showed:

A 5% better grasp found with mixed-style
explanations - yet results still depend on how info is
shared.

Bigger confidence if both approaches gave matching
reasons.

People thought the mixed outcomes felt easier to grasp
yet worked better.

4.4 Discussion

The hybrid framework:

Lowers chances of getting things wrong

Provides easier-to-grasp breakdowns, well-organized
views

Makes it easier to connect complicated stuff with clear
understanding by breaking things down simply - while
keeping  everything  straightforward  without
confusion.

Really useful in key areas such as banking or medicine

V. CONCLUSION AND FUTURE SCOPE

Explaining how Al works matters if we want people to
trust it. Since more folks rely on Al choices every day,
being clear about its process isn't just nice - it's
necessary.

This study introduced a mix of LIME and SHAP to
boost clarity in model outputs. The outcomes show
this blend delivers steadier, clearer insights - while
keeping up model speed - all thanks to smoother
integration instead of relying on just one method.

VL FUTURE SCOPE

Integrate XAl with federated learning for privacy-
aware explanations.

Create dashboards for clear views on specific topics -
use simple layouts that make sense right away.

Create clear explanations using natural language tools
- so people can easily understand them.

Explore fairness-aware XAl for mitigating algorithmic
bias.
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Use mixed XAl in live setups or on-edge Al tools.
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