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Abstract— The Text Recognition is a mobile application
designed to convert images and handwritten notes into
editable, organized, and multilingual digital text. Built
with React Native and Expo, the application integrates
Google Cloud Vision API for Optical Character
Recognition (OCR), Firebase for cloud synchronization,
and Hugging Face APIs for text summarization and
question generation. It further enhances accessibility
through multi-language translation and text-to-speech
(TTS) features using Expo Speech and Google
Translation APIs. The app enables users to capture or
import images, extract and edit text, categorize notes by
subject, and export or share them as formatted PDFs.
With offline caching, real-time synchronization, and a
user-centric interface, it ensures reliability and seamless
operation even in low-connectivity environments. The
project demonstrates proficiency in cross-platform
mobile development, API integration, AI model
deployment, and cloud database management,
addressing modern productivity and study assistance
needs for students and professionals alike.

Index Terms—Mobile Application, Optical Character
Recognition (OCR), React Native, Firebase Firestore,
Cloud Synchronization, Text Summarization, Question
Generation, Google Cloud Vision API, Hugging Face
API, Multi-language Translation, Text-to-Speech (TTS),
Expo Framework, Al-based Study Assistant, Digital Note
Management.

[. INTRODUCTION

In the digital age, handwritten and printed materials
are still widely used in education and professional
fields, creating a growing need for efficient methods
to convert them into editable digital formats. Manual
transcription is time consuming and prone to errors,
emphasizing the demand for intelligent mobile tools
that can automate this process. The Text Recognition

IJIRT 192090

App was developed to meet this need by providing a
mobile solution for text extraction, organization, and
translation. Using Google Cloud Vision API, the app
performs Optical Character Recognition (OCR) on
images captured through the device camera or
imported from the gallery. Extracted text can be edited,
summarized, translated into multiple languages, or
converted to speech, enhancing accessibility and
productivity.

The application integrates Firebase Fire store for real-
time cloud synchronization, ensuring secure data
storage and offline support. Built with React Native
and Expo, it offers a seamless -cross-platform
experience. Overall, this project demonstrates how
modern mobile frameworks and cloud-based APIs can
simplify text digitization and enhance study and note
management for users across domains.

II. PROPOSED METHOD

The proposed system, Text Recognition App, is a
mobile based text recognition and management
solution developed using React Native and Expo. It
enables users to capture, extract, and organize text
from handwritten or printed documents with features
such as summarization, translation, and text-to-
speech.

The workflow begins with image acquisition via the
device camera or gallery. Captured images are
optimized and processed using the Google Cloud
Vision API for Optical Character Recognition (OCR),
which extracts text in multiple languages. The
recognized text is then displayed for editing,
organization, or subject-based categorization.
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Advanced text analysis is achieved through the
Hugging Face Inference API, which provides
automated text summarization using the BART-large-
cnn model and question generation using the T5
model. The Google Cloud Translation API allows real-
time translation into ten languages, while Expo Speech
converts text into natural sounding speech for
accessibility.
Data are synchronized in real time using Firebase
Firestore, with offline caching supported by
AsyncStorage. The app also includes PDF export and
sharing capabilities through Expo Print and Sharing
APIs.
This integrated system ensures efficient text
extraction, intelligent processing, and secure cloud
storage, providing a reliable mobile platform for
seamless digital note management and study
assistance.

III. LITERATURE REVIEW

In recent years, numerous studies have explored the
use of IoT and artificial intelligence to improve
occupational safety in construction environments.
Jayasree and Nivetha [1] developed an IoT-based
smart helmet for construction workers equipped with
sensors to monitor temperature, toxic gases, and heart
rate, providing real-time alerts during emergencies.
Building upon this, Barath and Divakar [2] designed
an enhanced multi-sensor helmet capable of
simultaneously ~ monitoring environmental and
biometric data to prevent safety incidents.

For motion-based accident detection, several studies
focused on accelerometers and gyroscope integration.
Lindemann et al. [6] demonstrated the feasibility of
using accelerometers for fall detection, while Bagala
et al. [7] evaluated different algorithms to minimize
false alarms in wearable systems. Thomas and Varma
[24] later incorporated the MPU6050 accelerometer
with GPS and GSM modules to transmit accident
alerts with precise location data. Similarly, Kim et al.
[25] developed a smart monitoring system combining
helmet-mounted and insole sensors to detect falls more
accurately using multi-sensor fusion.

Accurate positioning and elevation tracking are also
critical in construction safety. Bajaj et al. [12] and
Ariffin et al. [13] established the foundation for GPS-
based worker tracking systems, enabling real-time
localization and faster emergency response. Zhao et al.
[5] and Son and Oh [3] introduced barometer—IMU
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fusion techniques for altitude estimation, improving
height detection in multi-level work environments.
Kumakawa et al. [4] proposed the BaroDepth method
to estimate depth using barometric sensors, which is
effective in underground or trench-based projects
where GPS coverage is weak.

In terms of communication technologies, Devalal and
Karthikeyan [17] emphasized the advantages of LoRa
for long-range, low-power data transmission in loT
systems. Hercog et al. [18] and Sujitha et al. [16]
implemented ESP32based IoT architectures with Wi-
Fi and LoRa connectivity, demonstrating efficient data
handling for wearable safety devices. These
approaches validate the suitability of hybrid
communication models for large-scale construction
environments.

The integration of artificial intelligence has further
enhanced predictive safety. Kawale et al. [11]
introduced an Al-powered safety helmet that
anticipates risks using machine learning algorithms,
while Babu and Chitra [21] proposed Smart Helmet
5.0, which combines IoT sensors with AI for
intelligent hazard detection and automated emergency
alerts. Rastogi and Singh [14] conducted a
comprehensive review confirming that ML-based
systems significantly improve fall detection accuracy
and reliability. Additionally, several studies
emphasized  compliance  and  environmental
monitoring. Wang [9] developed a visionbased helmet
detection model to ensure proper helmet usage on-site,
while Suresh and Narwade [15] proposed a
safetycompliance helmet that issues alert for
violations. Anizam [10] designed an IoT helmet
capable of monitoring both health and environmental
parameters in real time. From the literature reviewed,
it is evident that smart helmets have evolved from
simple environmental sensors to sophisticated IoT-
enabled safety systems capable of data analysis and
alert generation. However, most existing solutions rely
solely on Wi-Fi or GSM, which limits their
effectiveness in remote or underground areas. The
proposed Smart Construction Helmet addresses these
limitations by implementing a hybrid LoRa—Wi-Fi
communication system, combining fall detection,
burial depth estimation, and GPS tracking with cloud-
based real-time monitoring, thereby ensuring reliable
safety supervision even in low-connectivity
environments.
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IV. METHODOLOGY

The proposed methodology focuses on designing and
implementing Text Recognition App, a comprehensive
mobile application for text extraction, analysis, and
management. Developed using React Native and
Expo, the system architecture consists of three core
layers: image processing, Al-based text analysis, and
cloud data management. The process begins with
image acquisition, where users can capture images
using the device camera or import existing images
from the gallery. Each image is optimized for clarity
and then processed using the Google Cloud Vision
API, which performs Optical Character Recognition
(OCR) to detect and extract text from handwritten or
printed content in multiple languages. The extracted
text is displayed in an editable interface, allowing
users to modify, organize, or categorize their notes by
subject. The Al processing layer integrates Hugging
Face Inference APIs for advanced natural language
tasks text summarization using the facebook/bart-
large-cnn model and question generation using the T5-
base model helping users convert lengthy notes into
concise study material. The Google Cloud Translation
API supports multilingual translation across ten major
languages, while Expo Speech provides real-time
textto-speech conversion for accessibility. All user
data, including scanned text and metadata, are securely
stored in Firebase Firestore, ensuring real-time
synchronization across devices, with AsyncStorage
handling offline caching and automatic updates upon
reconnection. The app further supports exporting and
sharing notes in PDF format using Expo Print and
Sharing APIs. System performance is evaluated in
terms of OCR accuracy, summarization quality,
translation  precision,  response  time, and
synchronization  reliability. This integrated
methodology ensures a robust, user-centric, and
intelligent approach to transforming handwritten or
printed content into structured, accessible digital
information.

A. Process Flow

The flowchart illustrates the operational sequence of
the proposed Text Recognition App designed for
efficient text extraction, analysis, and management.
The process begins with application initialization,
where required permissions such as camera and
storage access are verified. Once initialized, the user
can capture an image using the device camera or select
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an image from the gallery. The selected image is pre-
processed and sent to the Google Cloud Vision API,
which performs Optical Character Recognition (OCR)
to extract text from handwritten or printed material.
The recognized text is then displayed within the
application interface, allowing the user to edit,
categorize, or save the content.

After extraction, the user may choose additional
operations such as text summarization, question
generation, translation, or text-to-speech conversion.
The summarization and question generation are
performed through the Hugging Face API, translation
through the Google Cloud Translation API, and speech
conversion via Expo Speech. Processed data are stored
in Firebase Firestore, ensuring synchronization across
devices, with Async Storage maintaining offline
access. The user can finally export or share the
processed text as a PDF using Expo Print and Sharing
APIs. This automated workflow ensures a smooth and
intelligent process of text capture, analysis, and
organization, enhancing both productivity and

accessibility.
&

OC1 & Al Processing

Data Storage & Synchronization

App Display & (Export)

Figure 1: Flow chart of the system

B. Use Case Model
The use case model illustrates the interaction between
the user, the Text Recognition App system, and the
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cloud-based services integrated within the application.
The process begins when the user opens the app and
logs in through email authentication, initiating
connections to the required APIs. The user can then
capture an image using the device camera or select an
image from the gallery, after which the system
processes it through the Google Cloud Vision API to
perform Optical Character Recognition (OCR) and
extract the textual content. The recognized text is
displayed for editing, organization, and subject-based
categorization. The user may then choose additional
operations such as summarization, question
generation, translation, or text to speech conversion,
executed via Hugging Face, Google Cloud
Translation, and Expo Speech APIs respectively. All
extracted and processed data are securely stored in
Firebase Firestore, ensuring synchronization across
devices with offline caching handled by Async
Storage.

Figure 2: Use case diagram of the system
V. RESULTS AND DISCUSSIONS

The proposed mobile application was successfully
implemented and tested on Android devices using the
Expo development environment, demonstrating
effective performance across all key functionalities
including OCR, summarization, translation, and cloud
synchronization.
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Figure 1: Displaying user created subjects

The Google Cloud Translation API delivered accurate
and real-time translations across ten major languages
with minimal latency, while the Expo Speech module
provided clear and natural audio output during text to
speech conversion.

4ir Translation (Hindi)

Ty frazer
o B gratafaa I s "o en on
s=Rf@caaft S0 caso I ocfafla o a5

THEY ou MR IR AR, OEa arafas
T F Tawe SUiacor TS 8

Seam= @Erd B snaa gge R gdua & @
wFeTax fsarsdter= soafEaa & ad)

Figure 2: Translation using Google Cloud Translation
API
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Usability testing showed that the application offered
smooth navigation, responsive performance, and a
user-friendly  interface.  Overall, the results
demonstrate that the system effectively combines
cloud-based Al services within a mobile framework to
deliver a robust, intelligent, and accessible solution for
digital note management and learning support.

VI. CONCLUSION

The Al-Powered Handwritten Notes Converter
demonstrates how OCR, Al, and cloud technologies
can be merged to build a practical, intelligent mobile
platform for study material digitization. By enabling
scanning, summarization, translation, and
organization, it simplifies note management for
students and professionals.

The integration of Google and Hugging Face APIs
ensures high accuracy in text recognition and NLP
tasks, while Firebase guarantees secure and scalable
cloud operations. Future improvements may include
voice input, handwriting recognition with neural
models, flashcard generation, and dark mode for
enhanced user experience.
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