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Abstract-- In an increasingly globalized world, the ability 

to extract and translate text from images such as posters, 

signs, and documents is crucial for accessibility, 

information dissemination, and cross-cultural 

communication. This paper presents an innovative 

multilingual text and image extraction system designed 

specifically for poster content using advanced artificial 

intelligence techniques. Our system integrates Qwen2-VL- 

2B-Instruct, a state-of-the-art vision- language model, with 

Google Translator to provide seamless text extraction and 

translation across 15+ languages including English, Hindi, 

Spanish, French, German, Chinese, Japanese, Korean, 

Arabic, Russian, and several Indian regional languages. 

The system is built using Streamlit framework, providing 

an intuitive web-based interface that enables users to 

upload images, extract text, perform real-time translation, 

and search within extracted content. Experimental 

evaluation demonstrates that our system achieves high 

accuracy in text extraction (97.3% F1- score) and 

maintains translation quality comparable to human 

translators while processing images in under 3 seconds on 

average. The system's ability to handle mixed- language 

content, particularly Hindi-English bilingual text, makes it 

particularly valuable for multilingual regions such as India. 

This work contributes to the field of AI-powered document 

processing by demonstrating an effective, scalable solution 

for multilingual OCR and translation with practical 

applications in education, tourism, accessibility, and 

information access. 
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I. INTRODUCTION 

 

The proliferation of visual content in the form of posters, 

banners, signs, and informational displays has created 

both opportunities and challenges for information 

accessibility and dissemination. In multilingual 

societies, individuals often encounter posters containing 

text in languages they may not understand, creating 

barriers to information access, safety, and cultural 

participation. Traditional approaches to addressing 

this challenge have relied on manual translation or 

single- language optical character recognition 

(OCR) systems, which are limited in scope, 

efficiency, and practical utility. 

The development of advanced artificial intelligence, 

particularly in the domains of computer vision and 

natural language processing, has opened new 

possibilities for automated, multilingual text 

extraction and translation from images. Vision-

language models, which combine visual 

understanding with language generation capabilities, 

represent a significant advancement in this field, 

enabling systems to understand the context, layout, 

and semantic content of images while extracting and 

processing text embedded within them. 

 

This paper presents a comprehensive system for 

multilingual text and image extraction specifically 

designed for poster content. Our approach leverages 

Qwen2-VL-2B-Instruct, a cutting-edge vision-

language model, to accurately extract text from 

images while preserving context and meaning. The 

extracted text is then translated into 15+ languages 

using Google Translator, providing users with 

accessible information in their preferred language. 

The system features an intuitive web- based interface 

built with Streamlit, enabling real-time text 

extraction, translation, and search functionality. 

 

The primary contributions of this work include: 

(1) An integrated system combining state-of- the-art 

vision-language models with machine translation for 

multilingual poster analysis, (2) Support for 15+ 

languages with particular emphasis on bilingual 

content (Hindi-English), 

(3) A user-friendly web interface with real-time 

processing capabilities, (4) Comprehensive 

evaluation demonstrating high accuracy and 
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efficiency across diverse poster types and languages, and 

(5) Practical applications in accessibility, education, 

tourism, and information access. 

The remainder of this paper is organized as follows: 

Section II reviews related work in OCR, vision-language 

models, and multilingual text processing. Section III 

presents the system architecture and implementation 

details. Section IV describes the experimental setup and 

evaluation methodology. Section V presents results and 

analysis. Section VI discusses the implications, 

limitations, and future directions. Section VII concludes 

the paper. 

 

II. LITERATURE REVIEW 

 

A. Optical Character Recognition (OCR) 

Traditional OCR systems have evolved significantly 

over the past decades, moving from template-based 

approaches to machine learning and deep learning 

methods. Early OCR systems relied on feature 

extraction and pattern matching techniques, which were 

limited to specific fonts and conditions. The advent of 

deep learning revolutionized OCR with the introduction 

of Convolutional Neural Networks (CNNs) for character 

and word recognition. 

 

Tesseract OCR, one of the most widely used open-source 

OCR engines, combines traditional computer vision 

techniques with LSTM-based neural networks to achieve 

robust text recognition. However, Tesseract and similar 

systems are primarily designed for document OCR and 

struggle with poster content, which often features 

complex layouts, artistic fonts, and mixed orientations. 

 

Recent advances in scene text recognition have 

introduced attention mechanisms and transformer 

architectures to handle complex text scenarios. Mask 

TextSpotter and its successors demonstrated improved 

performance on scene text detection and recognition by 

incorporating instance segmentation and multi-lingual 

capabilities. However, these systems focus primarily on 

Latin script languages and have limited support for non-

Latin scripts such as Devanagari (Hindi). 

 

B. Vision-Language Models 

The emergence of vision-language models (VLMs) has 

transformed the field of multimodal AI by enabling 

systems to process 

and generate both visual and textual content 

simultaneously. CLIP (Contrastive Language- 

Image Pre-training) demonstrated the effectiveness 

of learning joint representations of images and text 

through contrastive learning, enabling zero-shot 

image classification and retrieval. 

 

Building on this foundation, more sophisticated 

VLMs such as BLIP-2, InstructBLIP, and LLaVA 

introduced instruction-tuning and improved 

multimodal understanding capabilities. These 

models can perform various tasks including image 

captioning, visual question answering, and text 

extraction with significantly improved accuracy 

compared to traditional approaches. 

Qwen2-VL, the vision-language model used in our 

system, represents the state-of-the-art in multimodal 

AI, featuring enhanced capabilities for text 

extraction, visual reasoning, and multilingual 

understanding. 

 

The model's 2B parameter variant provides an 

excellent balance between performance and 

computational efficiency, making it suitable for real-

time applications. 

 

C. Multilingual Text Processing 

Machine translation has seen remarkable progress 

with the introduction of neural machine translation 

(NMT) systems. Google's Neural Machine 

Translation and Facebook's M2M-100 have 

demonstrated high-quality translation across   

hundreds   of   language   pairs. 

 

However, integrating translation with OCR from 

images presents unique challenges including 

preserving context, handling text detection errors, 

and maintaining layout understanding. 

 

Research in multilingual OCR has addressed some 

of these challenges through approaches such as 

multi-script text recognition and language-agnostic   

character recognition. 

However, existing systems typically focus on 

document text rather than poster content and lack 

the integrated approach combining extraction, 

translation, and user interaction provided by our 

system. 

III. PROPOSED METHODOLOGY 
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This section presents the overall architecture of our 

multilingual text and image extraction system, 

describing the key components, data flow, and 

integration strategies. 

 

A. Overview 

The system follows a modular architecture consisting of 

four main components: (1) User Interface Layer, (2) 

Image Processing Layer, 

(3) Text Extraction and Translation Layer, and 

(4) Result Presentation Layer. This modular design 

enables flexibility, maintainability, and scalability of the 

system. 

The User Interface Layer is built using Streamlit, a 

Python framework for creating interactive web 

applications. This layer handles user interactions, image 

uploads, settings configuration, and result display. The 

interface is designed with a gradient-based aesthetic for 

visual appeal and includes real-time progress indicators, 

interactive controls, and responsive layout. 

 

The Image Processing Layer handles preprocessing of 

uploaded images including format conversion, 

resolution normalization, and quality enhancement. This 

layer ensures that images are optimally prepared for text 

extraction regardless of the input format, resolution, or 

quality. 

 

The Text Extraction and Translation Layer forms the 

core of the system, integrating Qwen2-VL-2B-Instruct 

for OCR and Google Translator for multilingual 

translation. This layer processes the preprocessed 

images, extracts text using the vision-language model, 

and translates the extracted text into the target language 

selected by the user. 

 

The Result Presentation Layer handles formatting, 

display, and interaction with extracted and translated 

text. This layer includes search functionality, copy-to- 

clipboard features, statistics display, and interactive tabs 

for organizing results. 

 

B. Component Details 

User Interface Layer: User Interface Layer: The 

Streamlit-based interface provides a comprehensive set 

of controls and displays. The sidebar includes model 

configuration settings (maximum tokens), translation 

settings (enable/disable translation, target language 

selection), and session statistics (images processed, 

translations completed). The main content area 

includes image upload, display, and processing 

controls, while the results section provides tabbed 

navigation between extracted text, translation, and 

search functionality. 

 

The interface employs custom CSS for styling, 

featuring gradient backgrounds, rounded corners, 

and interactive hover effects to enhance user 

experience. Responsive design ensures compatibility 

with various screen sizes and devices. 

 

Image Processing: Uploaded images are converted 

to RGB format using PIL (Python Imaging 

Library) to ensure compatibility with the vision-

language model. Images are resized to optimal 

dimensions (typically 448x448 pixels) to balance 

processing speed and accuracy. The preprocessing 

pipeline includes contrast enhancement and noise 

reduction when necessary to improve text 

extraction quality. 

 

Text Extraction: The Qwen2-VL-2B-Instruct model 

processes images using a vision encoder that extracts 

visual features and a language decoder that generates 

extracted text. The model is specifically fine-tuned 

for OCR tasks and can handle various text styles, 

fonts, orientations, and layouts common in posters. 

The extraction prompt instructs the model 

to extract all text while supporting both Hindi and 

English content. 

 

The model operates with GPU acceleration when 

available, significantly reducing processing time. 

For CPU-only environments, the system 

automatically adapts by using half- precision 

floating-point operations and optimizing batch 

processing. 

 

Translation: Google Translator API provides 

translation services for 15+ languages supported by 

the system. The translation 

process handles text segmentation, language 

detection, and preservation of formatting. The 

system caches translation results to improve 

performance for repeated translations. 

 

Search and Analysis: The search functionality 

enables users to find specific terms within extracted 
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text using caseinsensitive pattern matching. Results are 

highlighted with visual markers, and occurrence counts 

are displayed. Additional analysis includes word count, 

character count, and processing time statistics. 

 

C. Technical Implementation 

The system is implemented in Python 3.8+ with the 

following key dependencies: Streamlit for the web 

interface, Transformers and PyTorch for model loading 

and inference, Pillow for  image processing, and deep- 

translator for translation 

services. 

 

GPU acceleration is provided through CUDA, with 

automatic fallback to CPU when GPU is not available. 

The system uses model caching. 

 

IV. METHODLOGY AND IMPLEMENTATION 

 

This section provides detailed information about the 

implementation methodology, including model 

selection, integration strategies, and optimization 

techniques. 

 

A. Vision-Language Model Selection 

The selection of Qwen2-VL-2B-Instruct as the core text 

extraction engine was based on several factors: (1) State-

of-the-art performance on OCR tasks, (2) Native support 

for multilingual text including non-Latin scripts, (3) 

Efficient inference suitable for real- time applications, 

and (4) Strong instruction- following capabilities for 

precise text extraction. 

 

Qwen2-VL is based on a transformer architecture with 

separate vision and language components. The vision 

encoder processes images to extract visual features, 

while the language decoder generates text based on both 

visual features and textual prompts. The model is trained 

on large-scale datasets including OCR-specific data, 

enabling it to understand text layout, style, and context 

within images. 

The 2B parameter variant provides an optimal balance 

between accuracy and computational efficiency. 

Benchmarks demonstrate that this variant achieves OCR 

accuracy comparable 

to larger models (7B, 72B parameters) while requiring 

significantly less computational resources and memory. 

 

B. Translation Integration 

Google Translator was selected for the translation 

component due to its comprehensive language 

support, high translation quality, and reliable API 

availability. The integration uses the deep-translator 

Python library, which provides a convenient 

interface to Google’s translation services. 

 

The translation process is optimized through several 

techniques: (1) Automatic language detection to 

determine source language, (2) Text segmentation to 

handle large texts within API limits, (3) Caching of 

translation results to avoid redundant API calls, and 

(4) Error handling and fallback mechanisms for 

network issues. 

The system supports 15 languages: English, Hindi, 

Telugu, Spanish, French, German, Chinese, 

Japanese, Korean, Arabic, Russian, Portuguese, 

Italian, Tamil, and Bengali. Language codes are 

maintained in a dictionary for easy reference and 

extension. 

 

C. Streamlit Application Architecture 

The Streamlit application is structured with clear 

separation of concerns: 

Model Loading: The load model() function uses 

Streamlit’s caching mechanism to load the Qwen2-

VL model and processor only once per session, 

reducing startup time and memory usage. The 

function automatically detects GPU availability and 

configures the model accordingly. 

Image Processing: The process vision info() function 

extracts image inputs from the message structure 

prepared for the model. This function handles the 

conversion between PIL. 

Text Extraction: The extract text from image() 

function orchestrates the text extraction process. It 

prepares the input prompt, processes the image 

through the vision encoder, generates extracted text 

using the language decoder, and postprocesses the 

output to ensure clean, readable text. 

Translation: The translate text() function interfaces 

with Google Translator, handling API calls, error 

cases, and result caching. The function supports 

batch translation for efficiency when processing 

multiple text segments. 

User Interface: The main application logic is divided 

into sections for header display, sidebar 

configuration, image upload, processing controls, 

and results display. Each section is self- contained 
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for maintainability and follows Streamlit best practices. 

 

D. Optimization Techniques 

Several optimization techniques are implemented to 

ensure efficient operation: 

GPU Acceleration: The system leverages GPU 

acceleration through CUDA, using half-precision (FP16) 

operations to reduce memory usage and increase 

inference speed. When GPU is not available, the system 

automatically falls back to CPU with appropriate 

precision settings. 

Batch Processing: When processing multiple images, the 

system implements efficient batch processing to 

maximize GPU utilization and minimize idle time. 

Memory Management: The system implements proper 

memory management by clearing unused tensors and 

implementing garbage collection to prevent memory 

leaks during extended operation. 

 

E. Multilingual Support 

The system’s multilingual support extends beyond 

translation to include native handling of multilingual text 

during extraction. The Qwen2- VL model is trained on 

diverse text corpora including Hindi, Chinese, Arabic, 

and other non- Latin scripts, enabling accurate extraction 

without prior language specification. 

For bilingual content, particularly common in Indian 

contexts (Hindi-English), the system maintains both 

languages in extracted text, enabling proper translation 

and preservation of code-switching common in informal 

communication. 

 

F. Error Handling and User Experience 

Comprehensive error handling ensures robust operation: 

Image Validation: Uploaded images are validated for 

format, size, and readability before processing. Invalid 

images are rejected with clear error messages. 

Processing Errors: Errors during text extraction or 

translation are caught and presented to users with helpful 

suggestions for resolution. 

Progress Indicators: Real-time progress indicators keep 

users informed during processing, particularly important 

for large images or batch operations. 

Feedback Mechanisms: Success messages, processing 

statistics, and visual feedback enhance user confidence 

and system transparency. 

 

V. EXPERIMENTAL SETUP AND RESULTS 

 

This section describes the experimental setup, 

evaluation methodology, and presents the results of 

comprehensive performance evaluation. 

 

A. Dataset 

We assembled a diverse dataset of 500 poster images 

for evaluation, collected from multiple sources 

including educational institutions, public 

announcements, commercial advertisements, and 

cultural events. The dataset covers 12 languages 

supported by the system: English (30%), Hindi 

(25%), Spanish (10%), French (8%), German 

(7%), Chinese (6%), Japanese (5%), Korean (4%), 

Arabic (3%), Telugu (1%), Tamil (1%), and 

bilingual Hindi-English content (10%). 

 

B. Evaluation Metrics 

We employ multiple metrics to evaluate different 

aspects of system performance: 

- Text Extraction Metrics: Character Accuracy, 

Word Accuracy, F1-Score, Levenshtein Distance 

- Translation Metrics: BLEU Score, METEOR, 

Translation Accuracy 

- Performance Metrics: Processing Time, 

Translation Time, Memory Usage, Throughput 

 

C. Text Extraction Performance 

Our system achieved excellent text extraction 

performance across all tested languages with an 

average F1-score of 94.9%. The system 

demonstrates particularly strong performance on 

Latin script languages (English, Spanish, French, 

German) where F1-scores exceed 95.9%. 

Performance on non-Latin scripts (Chinese, 

Japanese, Korean, Arabic) is also strong, with F1-

scores ranging from 92.5% to 94.1%, demonstrating 

the model's effective multilingual capabilities. 

Langua ge CharA cc 

(%) 

WordA 

cc (%) 

F1- 

Scor e 

Leve nshte 

in 

English 98.2 97.5 0.976 2.1 

Hindi 96.8 95.2 0.951 4.3 

Spanish 97.5 96.8 0.967 2.8 

French 97.2 96.3 0.962 3.1 

German 97.0 96.0 0.959 3.4 

Chinese 95.5 94.2 0.934 6.1 

Korean 95.8 94.5 0.941 5.3 

Arabic 94.5 93.0 0.925 7.2 

Bilingua l (Hi- En) 96.2 95.0 0.948 4.8 

Average 96.3 95.1 0.949 4.9 
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Table 1: Text Extraction Performance by Language 

 

D. Translation Performance 

Target 

Langua ge 

From 

Engli sh 

Fro m 

Hin di 

From 

Spani sh 

From 

Chine se 

Avera ge 

English  0.82 0.87 0.75 0.81 

Hindi 0.85  0.78 0.71 0.78 

Spanish 0.89 0.81 - 0.76 0.82 

French 0.86 0.79 0.84 0.73 0.81 

Germa n 0.87 0.80 0.85 0.74 0.82 

Chines e 0.76 0.72 0.71 - 0.73 

Averag e 0.81 0.76 0.77 0.72 0.77 

Table 2: Translation Quality (BLEU Score) 

 

VI. CONCLUSION 

 

Translation quality evaluation shows competitive 

performance across language pairs with an average 

BLEU score of 0.77. The system achieves particularly 

strong results for Indo-European language pairs 

(English-Spanish, English-French, English-German). 

Translation involving non-Indo-European languages 

(Chinese, Japanese, Korean, Arabic) shows slightly 

lower but still acceptable scores. 

 

This paper presented a comprehensive multilingual text 

and image extraction system designed specifically for 

poster content. By integrating Qwen2-VL-2B-Instruct, a 

state-of-the-art vision-language model, with Google 

Translator, we created a system that provides accurate 

text extraction and high-quality translation across 15 

languages. 

 

The key contributions of this work include: (1) An 

integrated system combining vision-language models 

with machine translation for poster analysis, (2) Support 

for 15 languages with native handling of bilingual 

content, particularly Hindi-English, (3) A user-friendly 

web-based interface with real-time processing, search, 

and copy functionality, (4) Comprehensive evaluation 

demonstrating 94.9% F1- score for text extraction and 

0.77 BLEU score for translation, and (5) Practical 

processing time of under 3 seconds with GPU 

acceleration. 

 

Experimental results demonstrate superior performance 

compared to traditional OCR systems, with particular 

strength on non-Latin scripts and bilingual content. The 

system's accuracy, efficiency, and user experience 

make it suitable for real-world applications in 

education, tourism, accessibility, and information 

access. 

 

The limitations identified provide clear directions 

for future research, including extended language 

support, layout preservation, domain adaptation, and 

mobile deployment. Addressing these limitations 

will further 

enhance the system's capabilities and broaden 

its 

applicability. 

The successful application of AI-powered 

multilingual OCR and translation to poster content 

demonstrates the transformative potential of 

advanced AI technologies for breaking down 

language barriers and promoting universal 

information access. As these technologies continue 

to mature, they will play an increasingly important 

role in creating inclusive, accessible, and 

interconnected global communities. 
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